Chapter 3

Planning Alternativesfor ONA

Planning problems are often fairly complicated. Planning for ONA adds more
complexity to this problem because of its real-time nature. In the next sedion we will
show that the space of solutions grows exporentialy with the number of nodes in a
conredion. The hardness of the problem is NP-complete, and thus will require a
heuristic solution. We will show various aspeds of the planning problem and describe

some gproaches to its lution in subsequent sedions.
3.1 TheRequirementsof Planning

Planning consists of an action seledion phase where actions are seleded and
ordered to reach the desired goals, and a resource dlocaion plese where enough
resources are asggned to ensure the successul exeaution d the dhosen actions. An ONA
plan is a set of instructions to the nodes participating in a mnnedion concerning what
adapters to use and in which order and where. The calculation d a plan depends on
many fadors and is computationally complex. We will consider the most criticd

problems below.
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3.1.1 Temporal factor

Red-time gplicaions require avery fast connedion establi shment, so that a plan
can be aeated relatively quickly, since the data stream canna be delayed indefinitely in
seach of the perfect plan. Depending on the spedfics of the data strean, between
microsemnds and very smal numbers of seconds are available to plan the remedia
strategy. If the mde implementing remedial adion is not ubiquitous, deployment costs
must also be onsidered in ganning.

The shorter the conrection life, the faster the planning processmust be. A plan
spaceof possble solutions for a particular conrection can be very big, but the duration d
the search within that spaceshoud fit the boundaries of communication-establi shment
time limits. The seach shoud rely on some heuristics that optimize for the most
common cases. Using these heuristics smplifies the search, bu at the same time it can
cause the lossof good pgans, which leads to poaer plans than ane would have with the
exhaustive seach. On-line heuristic planning presumes a possbili ty that a solution might
not be found, in which case the @nnedion canna satisfy the quality of service
requirements or simply fails. The probability of a failure must be below the threshold of
acceptable risk.

This temporal constraint plays the role of a global limit to the plan cadculation
process If no feasible plan was cdculated within temporal limits it means that the
planning processfailed. Otherwise the best feasible plan foundmust be returned even if
much better plans might have been evaluated. In the cae of a very strict tempora

constraint, the whole planning process can be stopped and an incompletely calculated
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plan returned as the only possble global plan. For a sufficiently long communicaion
sesson, a cheap and inefficient preliminary plan can be calculated and deployed, and the
data transfer started. The search for a better global plan can continue in the badkground,

and an optimized global plan can be deployed |ater.
3.1.2 The onsistency of adaptations

The system must sufficiently understand the format of the data stream that it
intends to improve in arder to take proper adions. In some cases, na only the format of
the data stream must be @nsidered, bu also applicaion end-points, hardware devices at
those endpants, and even wishes and reeds of users. Certain adapters are format-aware,
such as digtill ers, adapters that modify the adual content of user data. For example, a
colored image in format IMG must be transferred from node A to noce B through an
extremely poar link. Unfortunately, our distill er can urderstand oy JPEG format. The
planner must recognize that it shoud apply an IMG-JPEG conwerter first, then apply the
distill er, and convert the data to the original format using a JPEG-IMG converter. The
planner must analyze data format consistency and apply format conversion whenever

necessary.
3.1.3 Theordering of adapters

The stream may encounter multiple problems at various points aong the
transmisson path, and ceneraly different adions will be required to solve those
problems. Applying multiple adions implies that the system must be &le to determine

whether a set of actions is compatible and effedive. The canoncd example of
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incompatibility is to med problems of seaurity and inadequate bandwidth by first
encrypting the data stream, then ineffectually compressng the encrypted version d the
stream. The difference between this case and the cae of data format consistency is that
in the latter case, there is no conflict of data formats. Compresson can be orrectly
applied to encrypted data; it simply fails to achieve its goals. The only problem is the
ineff ectiveness of using the adapters in ore order and the eff ectivenessof using them in
the oppasite order. This problem requires an extension d the notion “format” that
expreses the “compresshility” of data. As compresshility of data deaeases
significantly after encryption, the planner shodd make the dedsion to pu the
compressng adapter before encryption. The ampressng adapter also reduces the
compresshility of data, but the encryptor is indifferent to this asped of data format
(unlike the compressng adapter) and will be effective. Understanding these aspeds of
data format is very important for planning. The number of and interactions with such
aspeds may change over time, so the planner shoud be & independent of them as

possble.
3.1.4 User preferenceasan element of planning

Some user applicaions have extra requirements for data streams. For example,
palmtops have the aility to receve and pocessimagesin orly n certain formats. These
applications may require spedal treament of data stream on intermediate nodes, i.e.,
conversion d the data from the original format to the one that is appropriate for the
paimtop. ONA allows the aitomatic deployment of spedal format-converting protocols

serving the particular needs of that paimtop. Ancther example is filters that can be
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applied to video data streams. If a stream need to be filtered, a user can choase to drop
color but preserve the resolution d the video, a conversely, to give up a higher
resolution bu keep color.

User preferences can be obtained by an ONA planner through some API or

configuration mechanism.
3.1.5 The dficiency of the plan

It isimportant to save the exeaution paver of network nodes and links. Adapters
shoud be gplied in the most efficient way, i.e., withou repetitions, minimizing the use
of node and link resources. For example, consider a wnredion that consists of three
nodes A, B, and C, conreded with two links AB and BC. Asaume that link AB requires
two-fold compresson d data, and link BC requires four-fold compresson d data (see
Fig. 3.1). The optima plan shoud apply compresson orly once at node A with four-
fold compresson; this will satisfy the requirements for all links withou requiring a

wasteful compresson and encryption.

2-fold 4-fold
compression compression

Fig. 3. Two-fold and four-fold data compression
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Another way to increase the efficiency of adapters would be to extend the dfects
of an adapter that reduces the anournt of resources neeled for the @nrection. For
example, a pee-to-peer conrection consists of a number of nodes and links that are
conreded. One of the intermediate links requires compresson d the data. The whaole
network can benefit if the cmpresson will be run onthe source and decompresson on
the destination o this conredion, because of the totaly reduced amourt of data
transferred. The problem is that the system must be &le to determine if the open
architedure is willing and able to run all adapters that the system proposes at the
locaions it chooses. Some adapters might nat run properly on particular nodes. Some
nodes might be unwilli ng to run particular kinds of adapters. Perhaps some nodes limit
the resources expendable on a single padcket or entire data flow at that node. These
constraints may cause a different set of adapters to be dchasen, o may affed where
adapters are located.

Optimization d a plan presumes an extensive seach in the space of possble
plans. The plan that demonstrates the best use of network communication and exeaution
resources must also be deployable. A plan that is deployable is called feasible. As we
have shown in the previous example, the best location o a cmmpresgon adapter would be
the end pants of the wnrection. But the plan might not be feasible if the endpants of
the conredion are unable to deploy the alapter because of insufficient resources, lack of
aacessto the dhosen adapters, etc. The wsts of the deployment of a plan can be another

fador of optimization.
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The planner also shoud take into acmunt the fact that ead adapter applied to a
data strean adds delay to that stream. Even if every adapter alone does nat trespassthe
threshold o latency of datatransfer, al together they can make the latency unacceptably
long. In such cases the planner shoud try further compresson d the transferred data,

choaose lesstime-consumptive alapters, run adapters on more powerful servers, etc.
3.1.6 The etensibility of the system

Extensibility of planning is a serious problem for the planning system. New
transformations, data formats, and constraints that are unknown today can appear in the
future. The neal to hande both existing network problems and future network problems
will produce asignificant number of different adapters, written by many parties. The
design o the planner and adapters dhoud presume some @mmon interface well
understood by both groups of designers. Creaing or using a plan requires knowledge of
the available adapters. The planner shoud knaw their names, locaions, and howv to use
them. The planner shoud dstinguish between the versions and the spedfics of adapters.
The planner shoud know the anount of resources that those aapters require.

If ONA planning canna accommodate these new comporents and combine them
with dder componrents properly, the automated planning approach is of much lessvalue.
The only way to use a1 auto-planning approac is to augment ead planner with its own
libraries of adapters. It would make the life of a planner designer much easier, bu we

believe that in practice, the alapters and danner will be maintained independently.
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3.1.7 Resource management for planning

Resource management is serious problem for ONA planning. Some projeds offer
resource reservation systems for ONA-enabled networks [Bush99 and [Braden01]. The
problem is that the planner canna tell in advance what resources will be necessary for a
conredion. But during the period d plan cdculation, information abou the networks
can change because other sesgons invalving some of conrection nods can be started.
Then parts of the resources that the newly cdculated plan was determined to use ae not
available any more. These resources cannd be reserved for the sesson and the plan
bemmes obsolete. Therefore, a more alvanced resource reservation technique is
necessary to hande this problem.

The source node can participate in a number of conrections for which it is either
the source or the destination noce. If a new conrection must be establi shed, the source
nocde can have the power to terminate old conredions or fairly redistribute network
resources among old conrections and the new conrection. Thus, the planning system
shoud court the source node resources used by the conrections and replan them for

resource redistribution whenever necessary.
3.1.8 Other problems

Errors can occur during the process of planning, deployment or running the
adapters. The planner shoud be &le do error handing to preserve the safety of data and
rerun the planning process

The cmmpaosition o adapters also raises seaurity problems. Some alapters will

require that the user be authorized to exeaute the aapter. In some caes the process of
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planning will require that the designer of the alapter be trusted. Resources necessary for
deployment of the plan may be subjed to seaure accessconstraints.

Another problem is that the use of some alapters will need to be monitored for
acourting purposes. We believe that al these isaies can be handled by planner design

in the future.

3.2 Complexity of Planning Problem

3.2.1 Physical mode

ONA-enabled nodes deploy adapters that modify a user's data stream to alow it to
adhieve better communications between a source and destination. The links that conned the
nodes can be described by bandwidth, jitter, seaurity, monetary cost of use, etc. User data
streams are described by properties such as format, required throughpu, encryption, etc.
ONA nodes have limited computational resources to run adapters, and wser preferences
introduce other constraints. The goal of planning is to dstribute adapters on nods of a
conredion, respeding al constraints, and often compensating for link inadequacies by using
extranock resources.

Adapters typicdly consist of one or two parts. For example, a filter or a format
converter is an uraery adapter; encryption and decryption are two parts of a binary
adapter. Adapters can be sensitive to data format, the order of adapters, the location, etc.
Some adapters convert the form of data but preserve it; some alapters achieve their goal
through droppng or transforming part of the data. Different adapters may require

diff erent computation resources.
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In addition to respeding other constraints, the planner must understand the data
stream format to improve it. Some alapters are format-aware, e.g., dstill ers that modify
the adual content of user data.

Because the data stream may encourter multi ple problems at various points along
the transmisgon peth, the planner must be prepared to deploy multiple remedial actions,
which implies that the system must be ale to determine whether the adions are
compatible. For example, if one alapter converts a wlor video stream to black and
white, there is no value to applying ancther adapter that drops the @lor depth o the
original stream.

We wish to minimize the resource @sts of running adapters, which implies that
we want to avoid unrecessary dugdicaion o adapters, runnng adapters that dornt
adually help, and aher wasteful adions.

The planning system must be extensible to alow it to hande new data
transformations, data formats, and constraints. The planner and adapters sioud share a
common interface to ease extensibility. The planner shoud be aware of adapters’ names,
locations, costs, and haw to use them.

Red-time gplications require avery fast conredion establishment, so the plan
must be aeaed relatively quickly. The data stream canna be delayed indefinitely in

seach of the perfect plan.

3.2.2 Observation of the planning problem

Asaume that we have aunicast conrection between source, destination, and a number of

intermediate nodes (seeFigure 3.2):

26



Figure3.2: A unicast connection

Conredion resources can be expressd as the foll owing:
conredion resources = link resources + node resources

The planner seeks to trade off the node and link resources using ONA adapters to med
the requirements of the user applications:

1. Thelink resources used must be below the network li mits.

2. The node resources used must be below the node limits; they shoud be minimal but

sufficient to guaranteel.

3. Resporsetimes must be below the limit.

Link resources include bandwidth, reliability, seaurity, monetary cost, etc. Node
resources include CPU cycles, memory, hard drive space, cost, etc. Each connection must use

less of aresourcethan the anourt provided by the network.
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3.2.3 Estimation of the space of solutions

Let us try to make arough estimation d the space of possble plans that refer to
al posshle aapter paositions on the nodes of a annection.

Asaime that we have a onnedion with N nodes. L is the number of nodes that
are designated to run adapters. P is anumber of chosen adapters that handle problems of
the onredion. Asaume that ead adapter can consist of two parts: DO and UNDO. For
example, the encryption part of an adapter corresponds to the DO part, while the
deayption part corresponds to the UNDO part.

Consider the cae where dl network problems occur on the end link o the
conredion, at either the source or destination node. Let us assume that al our problems
occur onthe first link of the cmnrection as siown onFigure 3.33; then al DO parts must
be run onthe very first node, whil e the left to right UNDO parts can be distributed among
L nodes. We asaume that al adapters are drealy ordered in the sequencein which they

must be exeauted. Then the number of passble L nodes that run adapters is equal to

%E the number of possble distributions of the alapters among L nodes is equa to

+L
i E Therefore, the spaceof the solutions for this caseis:

P(N,L,P)= @E§+LE’PE L,L=N.
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Figure 3.3: The estimation of the solution space a) problemsarelocated at the
link that is adjacent to the source; b) problemsarelocated on thelink that isin
the middle of the path between the sour ce and destination.

If we locate the link with al problems at the middle link of the cnnedion as

Figure 3.3b pesents, the space of solutions will be equd to:

PL(N,L,P)= E:gg-kgg,Pz L,L=N.
2

The DO and UNDO parts of adapters foll ow the same rules as the parenthesis of
algebraic expressons: if the DO part of one alapter is on the left side of the DO part of
ancther adapter, then the UNDO part of the former adapter must be on the right side of
the latter adapter. This rule reduces the number of possgble locaions of the adapters and
can be gproximated with Catalan numbers [Roberts84] that estimate dl possble
pasitions for the parenthesis in algebraic expressons. Then values P; and P can be

expressed:
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It is easy to seethat expressons for P, and P are baoth exporential and P, >> P.
We can deduce that if problems occur on the links other than end links, it increases the
gpaceof the posdble solutions. Hence, value P, which is exporential, can be used as a
minimal solution spacefor our estimation. The fact that the solution spaceis bigger than

some exporential dependency impliesthat it is exporential itself.
3.2.4 NP-completeness

Our goal isto show that the task of finding an ogimal sequence of adaptersis NP-
complete. We will show that asimplified partial case of our problem is smilar to awell -
known NP-complete problem [Cormen86]. Spedficdly, we show that our task can be
transformed from the shortest weight constrained path problem [Garey79].

The prodf is the foll owing.

Let us show that the solution d our problem will also solve the shortest weight
constrained path problem.

Let us reformulate our problem asauming that any plan that we can buld for our
conredion defines a new connection with a particular link cgpacity and cost. The source

s and destination t are onneded with a number of alternative paths (see Figure 3.4).
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Plans can share nodes and links in cases when a node runs exadly the same alapters and

forwards the identicad data flows for different plans.

Figure 3.4: Pee-to-peer connedion asa group of alternative plans

Different nodes on the diagram can represent the same physicd nodes that run
different sets of adapters. For example, assume that we have a onrection that consists of
3 noasA, BandC, as hown in Figure 3.5a. Asaumethat link AB requires compresson
and encryption d the user data, and link BC requires just compresson. Figure 3.5b
shows dlternative plans that can be built for this connedion. Figure 3.5c shows the
direaed graph that represents these plans. Nodessandt are alded to the graph assuming
that al resources of s, t, and the resources of the “links’ that conrect them to the graph

are equal to 0.
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Figure3.5: Alternative plansfor athree-node connection: a) connection b) three
alternative plansfor the connedion c) graph representation of alternative plans

The number of passble plans that defines the number of aternative paths depends
exporentially on the number of links and the number of network problems that influence
the conredion. In the previous sction we daimed that the number of possble plans for

a onrection that consists of N links, suffers P problems, and runs P adapters on L nodes

+L
is at least E‘Eg E This number represents the scale of the spaceof plans for a

conredionthat is exporential.

Let us combine link and noc @sts such that the whole variety of link and noa
characteristics is reduced to orly two: padket delay and delivery cost. For example,
asume we have acomposition with threenodes (A, B, and C) and two links (AB, BC).
Thefirst link is alow-bandwidth and requires compressorn/decompresson, the secndis

inseaure and requires encryptiorn/deayption.
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Then delay can be aeated by:

Compresgon latency (cl)

Padket delivery per link (pl),

Compressed-packet delivery per link (cpl)

Padket delivery through low bandwidth link (PL)
Compressed-packet delivery per low bandwidth link (CPL)
Demmpresson latency (dI)

Encryption (e)

deayption (d)

The @st can be determined by:

Cost asociated with the @st of runnng adapter (a)

Cost associated with the st of running an adapter on a node that does not
have enough resourcesto runthe alapter ()

Inseaurity of not encrypted data oninseaure link (1)

Inseaurity of unencrypted data on an seaure link (i)

Inseaurity of encrypted dataonaninseaurelink (1E)

Inseaurity of encrypted dataonaseaurelink (ie)

Asauming inequiti es,

PL>> pl >> cpl
PL >> CPL >> cpl
| >>E>> ie

[>>i>>ie
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All possble paths among plan routes have the foll owing latencies and costs:

a) Latency=PL+ pl,Cost=1i+ I;

b)
c)
d)
€)
f)

9)
h)

Latency=cl + CPL+ dl + pl, Cost =i + | +2a;

Latency = cl + CPL + cpl + dl, Cost=i + | +2a;

Latency = PL+ e+ pl + d,Cost = i + |IE + 2a;

Latency=cl + CPL+ dl + e+ pl + d, Cost=i + |IE + 4a;
Latency=cl + CPL+ e+ cpl + d+ dl, Cost =i + |IE + 43;
Latency=cl + e+ CPL + cpl + d+ dI, Cost = ie+ |IE + 4a;

Latency=cl+ e+ CPL+d+dl + e+ pl + d, Cost=ie+ IE + 6a.

Thus, plan a) contains no adaptation. Plan b) compresses the data on A and

decompresses on B. Plan ¢) compresss data on A and decompresses on C. Plan d)

encrypts on B and cecrypts on C. Plan €) compresses on A and decompresss on B,

encrypts on B and decrypts on C. Plan f) compresses on A and decompresss on C,

encrypts on B and cecrypts on C. Plan g) compresses and encrypts on A and

decompresses and decrypts on C. Plan h) compresses and encrypts on A, decompresses

onB anddeayptsonC.

Then the problem can be formulated as the foll owing:

Direded graph combines plan paths from a) to h) as it was described earlier. Each plan

path is associated with the latency and the wst.

34



Find the plan represented by the path with the cnstraints:

Latency <cl+ CPL+ e+ cpl + d+ dl;

Cost <ie+ IE + 4a.

The @ondtion onLatency is stisfied by f) and g). The condtion onCost is stisfied by

only g). Thus, the solution that satisfies the condtions abowveis g).

Note that the values PL and | are assumed high to penalize the planning solution
for the cmnnedions where the cnstraints on bandwidth and security are not satisfied. In
the simple caes when the problem solution is binary, adapter applied or adapter not
applied, these values can be assumed infinity.

Thus, assuming:

1. All link and noce daraderistics are transformed to just two characteristics:

padket delay and dHlivery cost (as was dore &owe).

2. Padket delay is a sum of per link delays that characterize the quality of

predicted service[Clark92], limited by boundW.

3. The st of the mnnedionis limited by boundK.
the problem is reformulated as the foll owing:

INSTANCE: Direded graph G=(V, E), time I(e) [J Z*, and cost w(e) [J Z* (where Z*
denotes the positive integers), for each e[7 E, spedfied vertices s, t [V, pasitive
integers K, W.

QUESTION: Isthere asimple path G from sto t with total time W or lessand total cost

K or less?
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This problem is dgmilar to the shortest weight constrained path problem
[Garey79]. Thus, the solution to this problem will aso resolve the shortest weight
constrained path problem for the cae of the directed graph, which is transformed from
the partition problem. The partition problem is NP-complete, so the shortest constrained
path problem is NP-complete too.

Therefore, bulding a plan for a network connedionis an NP-complete problem.
3.2.5 Insufficiency of exhaustive search

As down in the previous dions, the solution spaceis exporentia, and the
hardnessof the planning problem is NP-complete. This implies that exhaustive seach is
not applicable to conrections that contain a large number of nodes and we alarge
number of adapters. The cmplexity of the exhaustive search is the same & the
complexity of the solution space, thus exporential. The exhaustive seach in this gaceis
not possble for red-time gplications that will have to wait an undstermined number of
semnds, minutes, or even haurs for the solution to the planning problem. Ancther

solution to the planning problem must be found.

3.3 NaivePlanning

We showed in the previous fdion that an exhaustive seach solution is not
suitable for our kind d connedions. However, naive gproaches that provide primitive
heuristic solutions may not be suitable for the needs of our conredions, either. In

examples of such solutions, al necessary adapters are put either at the nodes that
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surround poblematic links or at the end nods of the cnrection. Examples of this

approadc are presented in Figure 3.6.

Wirelesslink:
Low throughput
Unreliable Dial-up link: Internet link:
Inseaure Very Iowthroughplu Inseaure
a) > >
Remedy:
1) LZ Compression Remedy:
2)FEC 1) Color drop Remedy:
3)E ti i
) Pure locd ‘_) Encryption_ >‘ 2LZ oompressor,_‘ 1) Encryption >.
adapting
Remedy:
1) Color drop Remedy:
2) LZ compresson 1) De- encryption
3)FEC 2) De- FEC

End to-end 4) Encryption 3) LZ compresson
©) acapting .' _____ " "

Figure 3.6: Examplesof naive solutions

Figure 3.6a presents the mnrection d four nodes: A, B, C, and D. Asuume link
AB is wirdlessand thus low-bandwidth, inseaure and unreliable. Asaume link BC is a
dia-up link and thus has very low bandwidth. Assume link CD is an Internet link and
thusinseaure.

Figure 3.6b pesents the solution for this conrection by applying adapters to the
links where the @rrespondng problems occurred. Lempel Ziv compresson, encryption,
and forward error corredion (FEC) adapters are gplied to link AB. A filter and Lempel
Ziv compresson are gplied to link BC. Encryptionis applied to link CD. Thus, we run

Lempel Ziv compresson and encryption twice This choice causes unnecessary latency
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of data and overuses the computational resources of nodes that could serve other
conredions insteal.

Figure 3.6¢ shows the insufficiency of the oppasite solution, applying the aapters
to end nods of the conrection. A filter, Lempel Ziv compresson, encryption and FEC
are gplied at node A. Their correspordent UNDO parts are gplied at node D. In this
case, the FEC adapter increases the anount of data sent and over-uses the bandwidth
resources of links BC and CD with no tenefit. Link BC is especialy sensitive to the
amount of data transferred because it is dia-up link; transferring unrecessary FEC
information can clog it. On the other hand, no& A may not have enough exeaution
resources to run four adapters, threeof which require major processng of the data.

In bah cases the problem of ordering the alapters canna be solved in any naive
fashion and requires more sophisticaed medcanism.

Thus, primitive heuristic goproaches canna provide asufficient solution to the

planning problem.

34 Template Planning

Ancther kind d heuristic planning is template planning [Merigu99 and
[YarvisO0]. One simple solution is to premmpute aset of reusable plans suitable for
common circumstances. The planner needs merely to find a match for its observed
problems from among the set of precomputed pans. This lution hes the alvantage of
requiring a very unsophisticaed planning comporent, bu the disadvantage of little

flexibility. It can oy deal with spedfic sets of problems.
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The template planning approach may not be ale to find a proper plan for
situations that do nd fit the available templates. It is hard to imagine that al possble
adapters, network problems, and nod eeaution resources can be predefined in the
limited number of template scenarios that can be practicdly creded.

Template planning is nat flexible. For example, if a new adapter is designed, it
requires recalculation d all previously calculated templates to define the relation between
the newly designed adapter and previously designed adapters.

Template planning also requires that the templates be cdculated in the first place
using a red planner, athough it presumes that they can be cdculated off-line, which
could remove amajor complaint for ONA planning.

. The basic idea can be extended to allow precomputed plans with slots to be
filled in by the planner at runtime [Merigu99, or by all owing the planner some flexibili ty
in locaion its adapters. The more powerful the extensions, the greaer the flexibili ty, bu

the greder the complexity of the planner.

3.5 Heuristic Search

As we showed at the beginning of this dion, ONA planning is an NP-complete
problem. One feasible gproach to this problem uses heuristic search in the space of
possble solutions. Heuristics provide seach hints to the planner that allow it to prune
the search tree and get the result in pdynomial time. The heuristic search depends on the
physicd properties of the real environment of networks, adapters, and socia relations

between ONA-enabled nade owners, adapter designers, planner designers, etc. In
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Sedion 3.1we described the physicd model for the heuristic goproach that will be

considered in this dissertation. The goal of the heuristic planning is to:

Find an eff ective plan that solves the problems of a cnnedion.

» Ensurethat the plan is feasible, i.e., pan can be deployed onthe nodes of the

conredion.

» Make the search of suitable plansin the space of possble plans fast enough to

servered-time gpli cations.

» Ensure that the chosen adapters are accessble by the networks in a red-time

environment.

The drawbadk of heuristic search is that it depends on the initial state of the
seach. Someinitia states can bring you to a solution that is not necessarily optimal. In
the extreme cae, heuristic search may not find any feasible solution even if one «ists.
The at of the planner design is to determine the correct set of heuristics that al ows one
to find a satisfadory solutionin the majority of real-life cases.

In subsequent sedions we will demonstrate our approach to heuristic search.

3.6 Routing Around Network Resources

Routing around retwork resources is a completely different approach to planning.
This moddl is presented in [Choi00]. Networks offer various resources to conrections.
The planning godl is to find a route in the networks that would satisfy the gplication
requirements of the network channel. If a service locaed somewhere in the network

must be provided to the data flow, the route foundby the planner shoud contain the node
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with that service Performance analysis of this planning approach showed that it has the
same complexity as the graph shortest path problem.

This method d planning serves a different physicd model, where alapters do nd
move, bu the data flow is routed to them. The presumption is that the network has a
route that satisfies the goplication requirements, which may not be the cae. The route
may require along detour that makes the latency unacceptable for the goplicaion, a may
not exist at al. An approac that incurs some short delay for plan cdculation and
deployment before the cnnedion is established may look more promising. The strong
argument for this approach is that if there is a route that avoids the problem and can be
foundwith the same speed as an Internet route, it can be used with lesseffort.

We think that these two approaches are mmplimentary. Both approades have

their advantages and d sadvantages.

3.7 Automated Planning

Planning can be dore manually by a user, or automaticdly by the user
applicaion, a automaticaly by network software. Proper planning requires knowledge
abou the properties of an application, retwork condtions and competence in ganning.
Thus, automatic planning by the network that also has accessto appli cation requirements
is the most suitable gproach. Access to application requirements can be adieved
though interception and analysis of the padkets that the gplicaion forwards to a
destination, a through an API that all ows an application (aware of that service) or a user

to tell the network what the requirements are. It is likely to be easier for a user or an
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applicaion to expressthe requirements to the network than for a applicaion to collea
and store the information about network condtions.

As we outlined in Sedion 3.1, a planning system (and automated planning
systems are not exempt) must hand e the foll owing requirements:

e Adaptersare amnsistent so dataintegrity is preserved.

Adapters are properly ordered.

User appli cation requirements are considered in the plan cdculation.

The planning system handl es resource management of the system.

The system is extensible so that the plan and adapter designers can work on
their issues autonamoudly.

Automated planning can be implemented in the different fashions described in
this dion. Inthisdissertation, al future discussons of planning will refer to automated

planning.
3.7.1 Incremental planning

User applications can have particular requirements for how quickly data transfer
shoud start. If the requirement is svere, then ONA nodes may not have enough time for
full-scde planning. If datais not sensitive to seaurity at al, or some information spill i s
not harmful for the gplicaion, the data transfer may start immediately no matter how
low the QoS is. For example, video-on-demand (VoD) can afford to transfer some
frames withou encryption, allowing a patential eavesdropper to see some fragments of
the video before it is be encrypted and uravailable for him. On the other hand, credit

cad transadions require full security for every single bit of data. These transadions are
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short, and it can be unwise to force them to wait until afull-scde plan is cdculated and
deployed. Other applicaions may require afast start of the data transfer with complete
seaurity. Incremental planning is designated to hande these different requirements.
Once acentral planisrealy, it will replacethe incremental plan.

The main dsadvantage of centralized panning is that the search through the plan
gpace can be atime-consuming operation that might be unsuccesdul. However, the
spaceof the search can be grealy reduced if aplan is cdculated locally, just for the link
where the problem occurs. The mnseautive cdculation o locd plans for eah
neighbaing pair of nodes of the mnnedion will produce a incremental plan. Locd
planning is relatively fast, as it consists of trivial plan-per-link plans. Incremental
planning presumes that each node that participates in the mmmunication sessonis aware
of the network condtions on adjacent links, exeaution cgpabiliti es of the neighboring
nodes, and available adapters. The node builds alocd plan based on knavledge of the
up-stream nodes, the up-stream planning data, and the locd plans that were dready built
by up-strean nodes. Only locally avail able alapters are dhasen for locd plans. Hence
the deployment of a loca plan is trivial. Nodes canna change any decision made
upstream.

The main disadvantage to incremental planning is the inefficiency of the overall
plan. For example, our communication consists of source node A, destination noa C,
and intermediate node B (see Figure 3.7). Asaume that the user applicaion reeds a
throughpu of 10Mbps. Link A-B has a spare throughpu of 5Mbps, and link A-B has a

throughpu of 2.5Mbps. A must reduce the user data stream by half, from 10Mbps to
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5Mbps. It builds the @rrespondng plan and deploys the adapter that compresses user
data by half. B obtains planning data from up-stream. It knows that the user desires
10Mbps, bu the A-B link can supdy only half of the necessary throughpu. B deploys
the aapter that decompresses data badk to 10Mbps. Then B deploys a compressor that
reduces the data by three-quarters. C deploys the alapter that will decompressdata back
to 1Mbps. As we seg the data was compressed and decompressed twice instead of
using only one four-fold compresson on A and ore four-fold decompresson on C.
Incremental planning produced an inefficient planning solution. Only a global planning
protocol, centralized or distributed, can ndicethiskind d inefficiency and instruct A and

C to runthe @rrect compresson.

2-fold 4-fold
compresson compresson

3

4-fold
compresson

N (P

Fig. 3.7: Efficiency of planning: a) inefficient plan b) efficient plan

Combining both incremental and centralized planning can provide of the

advantages of both approaches. A communicaion can use an incremental plan first,
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which can be deployed relatively fast, and then switch to a centralized plan whenever it is

cdculated and deployed.
3.7.2 Central planning

Central planning consists of threeimportant stages:

e Coalledion d planning data

e Cadeculation d aplan using the planning data

* Deployment of the plan

A source node initiates colledion d the planning data by sending the planning
request to the next node in the path to the destination acording to ONA routing. The
source noce puts the gplicaion peferences and its locd planning data in the request.
The conrection noas add their local planning data to the request and forward it further
toward the destination. Once the destination recaves the request, it forwards it to the site
that is designated to run the planner. The planner calculates the plan and forwards it to
one or more sites that store the alapters that were dhosen for the plan. The adapter
storage site runs the deployment protocol, which then delivers the alapters to the
conredion nodes and instantiates them. Once dl the alapters are deployed, the source
noce starts the data transfer under the newly deployed central plan. The central plan
replaces an incremental plan that was cdculated before. If the network condtions have
changed, replanning occurs, and rew central plan replacesthe old pan.

Calculation d a plan based on wser applicaion peferences and complete
knowledge aou the network shoud produce the best passble plan. The problem is that

planning data ®lledion and dan deployment require network communicaion and
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depend onits cooperation. Plan cdculation depends on the sophisticaion d the planner
and the avail abili ty of exeaution resources at the planning node. These factors make the
latency of central planning a serious concern for an ONA planning system.

More detail s of central planning will be presented in Chapter 4.
3.7.3 Distributed planning

Distributed planning uses paralelism in the planning process to improve its
agility and reduce its latency. Distributed planning can be implemented using
sophisticaed negotiation potocols between the planners that participate in the
conredion. Like most distributed solutions, it is more cmplex than a central solution.
We will consider one passble design of distributed planning.

Let us assume that our connedion can be divided into partitions. Each partition
runs its own planning process For the rest of this dion, we will use term partition
planning for our approach.

Partition danning may be an approach if central planning is nat possble or
constrained by latency. Asame apee-to-peer communicaion sesson between source
and destination, through a chain of nodes. The dain is divided into some number of
partitions. The planning data does naot traverse the links that separate the partitions.
Instead, such datais sent to the particular planning site that belongs to the partition. This
planning site plans for the partition, updtes the arrrent data format status and forwards
the planning data to the next partition. The last partition must convert the user data from

its current format to the original format. The planning protocol described here is faster
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than central planning for two reasons. First, paralelism occurs in two pheses of the
protocol:

» The mlledion d planning data occurs faster than for central planning because
the partitions are shorter than the whole onrection. Hence the plan
cdculation starts earlier for each partition than it would for the whale
conredion.

* The deployment of the partition dan starts in closer partitions before data
colledionand danning are cmpleted in the farther partiti ons.

Seoond, m@rtition danning is smpler than planning for the whole conredion.

The drawbadk to this methodis that the dficiency of the whale plan is lower than
the cantral plan for the same reasons that the incremental planning is lessefficient than
central planning. However, distributed panning is more dficient than incremental

planning because every partition runsits own central plan.
3.7.4 Wheretorun central planning

Central plan cdculation can occur in dfferent places. It can run onthe node that
is closest to the mnredion nod where the cantral datais first coll ected, for example, on
the destination noc. Planning can run as close & posdble to an adapter storage site to
make the latency of the plan delivery low. It can run onthe source node in order to
monitor other conredions that were initiated by the source node. For example, the
sourcenoce can preanpt old conrections or redivide its resources among old conrections
and the new one. Planning can run onany other node, even one that does nat belong to

the conredion, if the noce is trustworthy, competent, computationally powerful, cheg
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with resped to monetary cost, etc. The source node shoud be &le to choase the site that

will runthe planning.
3.7.5 Reuseof earlier computed plans

Reuse of earlier computed plansis a very attradive ideafor two reasons: the plan
isalrealy calculated, and the adapters are drealy deployed onthe conredion nods. The
dedsion abou reuse of the plan can be made by a source node or a planning site if the
network circumstances and wser preferences are the same @ before and the previous
conredion with the plan was succesgul. The plan shoud be handed again to the adapter
storage site in case it is necessary to reinstall some alapters that had expired on the

conredion nocs.
3.7.6 Approach to planning for multicast communication

Planning for multicast communicaion adds ancther dimension d complexity to
the planning problem. It raises a lot of questions that do nd have easy answers 0 far.
Adding new users to a multicast tree undermines the whole idea of an ogimal plan.
Consider the example in Figure 3.8. Asaume that we have amulticast treewith users C
and D that recaves a video stream from node A node B. Link AB, adjacent to the source
node, is low bandwidth. All receivers prefer a low-resolution color movie to aher
feasible dternatives, so the planner puts a quality-dropping filter on nodk A. If another
noce E that prefers a bladk and white high-resolution movie joins the multicast treg na
many things can be dore to satisfy the amnnection:

» Thenew user preferences can beignored.
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e Ancther bladk and white high-resolution strean can be generated that will
share link AB with the original colored low-resolution stream, making link
AB even worse (Figure 3.89).

* Ancther bladk and white high-resolution stream can be generated that will use

an alternate route AE (Figure 3.8b).

Low-bandwidth link ‘

Ct \b

—* Colored low-resolution stream
***** > B&W high resolution stream

L ow-bandwidth link

L \b

Figure 3.8: Multicast tree planning

Only the last option can satisfy al users, but it requires recomputing the tree

topdogy every time anew user joins the sesson. Also, it presumes a dternative route is

available. If a new user with specific preferences joins the treg the planner must find a

point on the tree where the user preferences can be satisfied. The planner shoud also

find a distinct route from the new user to that point, instead of just using the dosest point

that belongs to the multicast tree. User preferences are not only the reason for such

situations.
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Consider another example of the complexity of multicast tree planning. Assume
that we have amulticast tree where users listen to an encrypted stream (as diown on
Figure 3.9). Node E joins the tree through nock B, bu link BE is inseaure and of low
bandwidth. To make the cmnnedion BE feasible, compresson shoud be added. Because
the stream is encrypted, in arder to apply compresson, it shoud first be decrypted, than
compressed and encrypted again. The compresson can be added in two different ways:

» Deayption,compresson, and encryptionis added to nock B

e Compressonisadded to noce A, decompressonis added to noces C and D

In the first case, the replanning does not affed the up-stream treg bu the plan is
not optimal. Nodes C and D can be dfeded by the new plan because node B must run
extra adapters. In the second case, replanning of the whaole tree may be required. Nodes
C and D will have to run decompresson that earlier they did na have to run. Hence, in
al cases, if any node joins the mnrection it affects a big part of the treethat can require
replanning and redeployment at large scale.

The cdculation d the multicast treewith a stable topdogy is a very complicated
problem itself becaise each pasition o an adapter can affect many subsequent tree

brunches.
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Figure 3.9: Multicast tree planning

The problem of multicast tree planning is not well explored yet; we will return to

it in Chapter 8, Future Work.

3.8 Adapter Design

The design of adapters is a very complicaed problem because they shoud be
used together with other adapters, in dfferent circumstances, by a planner that was
designed by ancther party, or that was designed later than the adapters were designed.
This problem requires proper classficaion d adapters and poper standards of the
description d adapters and their properties, the dfeds that they provide, and the

resources that they require. These requirements are briefly described in this sdion.
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3.8.1 Classs of adapters

Adapters can be lossy (if their adivity causes the lossof user data) or non-lossy.
Adapters can be unary if they contain orly one part (for example, filter and format
converters) or binary if they contain DO and UNDO parts (such as compressor/
decompresor).

We presume that the possble universe of all adapters can be reduced to alimited
list of adapter classes where each classis assciated with a particular network problem.
Each class can be divided into subclasses, each subclass corresponds to a particular
method wsed for the resolution o the problem. For example, the data reduction class
consists of the lossy adapter subclass and the compressor subclass In the future, new
network problems will be recognized and rew methods of their resolution will be
invented, bu we do nd exped that those numbers will grow fast.

We distinguish the following main classes of adapters:

1. Datastorage
» Buffering
e Cading
» Prefetching

» Scheduling or prioriti zation

2. DataReduction
» Lossy adapters (filters frames, sound,fragments of images, etc.)
e Lemple Ziv type compresson

3. DataEncryption
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e Encryption
e Padding (adding noise to camouflage real data)

4. Forwarded error corredion

5. Authenticaion

6. Format conversion

7. Network enhancement

» Avoidanceof congestion

e Seach for an dternative path

e Multipath datadelivery

» Network sensing

e Camouflaging red network traffic.

Adapters are dasdfied by the methods they use and the eff ects they provide. For
example, we ae interested hav much data is compressed, a whether applying a
particular adapter affeds compressability of data, i.e. the aility of the data to be
compressed. There ae a many compressabiliti es as there ae ways to compressthe data.
For example, the wlor compressabili ty shows whether it is possble to compressthe data
by taking away the wlor. Resolution-drop compressability describes whether it is
possble to drop the image resolution to a particular level. Adapters that use diff erent
methods can be used together for a stronger effect. For example, afilter that drops color
can be used together with a resolution-dropping filter. The dropped data canna be

restored to full extent. The filters are data type and format sensitive. Thus, color or
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image-resolution can be dropped from images only. If an image is compressed o
encrypted, the filt ering may nat be possble.

Some alapters are sensitive to the format of the data, and this information is
critica for the alapter's use. Every adapter uses the particular exeaution resources of its
node; the designer of the alapter must provide this information if the planner is to work
acarately. If an adapter designer fails to provide this data or the data provided is not
correct or true, the aapter canna be used because its eff ects might be disastrous. The
presumptionisthat any adapter designer is interested in making his adapters widely used,

andthe origin of every adapter istracedle no matter how far it travels.
3.8.2 Adapterswith flexible/rigid architecure

Adapters can have flexible or rigid architectures. Flexible adapters can change
their effeds during the data transfer if the condtions of the annection change. They can
avoid the neal to replan and redeploy adapters. But they require a high leve of
sophisticaion in their design and in the planning model. Most adapters have a simple,
rigid architedure, which does not allow changes to adapter properties during a data
transfer. The use of these alapters requires replanning and redeployment of adapters in

the cae of a dhange in connedion condtions, bu it kegps the planning model simple.
3.8.3 Two-level hierarchy of accessto adapters

Information abou adapters must be easily aacessed by the planner. It is provided
in atwo-level structure. The first level is the planner database, where dl known network

problems are asciated with adapter padkages that are asdgned to solve them. The
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adapter padkages are suppied by adapter designers. The records abou the packages must
be alded to the planner database. In these records, each problem is associated with ore
or more of the adapter packages designated to solve them. The records also contain the
locaion d these packages and the interface used to accessthese alapter packages. Thus,
from the planner database the planner can find the alapter padkage that resolves a
particular network problem and an interface to the crrespondent adapter padage.

Eacdh package has its own database that contains the necessary description d the
adapters that belong to this padkage. This database is creaed together with the adapter
padkage by the same alapter designer. The database mntains the records that completely
describe adapters. These records contain data éou the methods of adapters, the dfeds
of adapters, and the resource wsts of the alapters. It also contains the names of adapters
and hav to usethem. A package database can be any kind d database: relational, olject-
oriented, a even atext file. If the whoe alapter package cntains only one aapter, it
shoud have areference that plays the role of the database. How to access these
databases shoud be properly described in the planner database.

The planner chocses a padkage of adapters, queries the padkage database, and
obtains the name of an adapter, the description o the aapter, and its locaion. It uses
this data for the plan calculation. The alapters might not be physicadly stored onthe
same nock & the planner, bu the padkage database shoud pant to their remote location.
However, most of the time the alapters and the planner with its two-level database ae

located onthe same node.
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3.9 Summary

We onsidered a number of problems inherent in planning for ONA. Some of
these problem-solving approaches are implemented in ou system, as described in the
next chapters. For some other approacdes, we have offered design suggestions. Some of

these goproaches are aldressed in the dhapter on future work.
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