Chapter 5

ONA Planning Algorithm

The ONA planning algorithm is esential. In Chapter 3 we presented the
requirements for the planning algorithm. In this chapter we will show how our design
addresses these requirements.

As own in Chapter 3, heuristic search is a good approach to use for planning.
The heuristic goproadh is fast, bu it canna guaranteethat an ogimal plan is found. In
the worst case, a heuristic search might fail to find any plan, even thouwgh a feasible plan
exists. To increase the potential for a good heuristic search, a proper set of heuristics

shoud be devel oped.
5.1 Heuristic Search

As we showed in previous fdions, the search treein the space of the potential
plans is huge. The plans vary in adapter seledion, adapter order, and adapter locations.
Among al patential plans, na all plans are feasible. The dficiency of a plan must be
measured in some units, alowing the selection d a better plan. The formula that

cdculates the dficiency shoud be sensitive to the priority of different factors of the
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conredion, such as channel bandwidth, link seaurity, noce exeaution resources, etc.

These may vary from network to network, and from connedion to conrection.
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Figure5.1: Selection of adapters, ordering of adapters, and location of adapters
run sequentially
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We dose to apply adapter selection, adapter ordering, and adapter locaion
optimization sequentially, ore by one. Seledion introduces red adapters into the
planning process making feasibility verificaion passble since the beginning. Ordering
can be done using templates caculated off-line.

Thus, orce the adapters are seleded, the alapter ordering and adapter location
optimization run without adapter re-selection. Once the alapters are ordered, adapter
locdion ogimization preserves their order. These heuristics prune the search tree
drasticdly, as s1own onFigure 5.1. This approad significantly reduces the space of
patential plans. We dose to run the adapter seledion plese first becaise the ordering

and ogimization require adual adapters to verify the feasibility of a plan. The result of
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the adapter seledion pleseisa cain of locd plans. The alapter ordering phase requires
amuch simpler ordering algorithm if applied to a primitive locd plan than if applied to a
complex plan, eg., where alapters cover more than ore link, o where one alapter
overlaps multiple aeas that have multiple alapters applied to them.

The result of adapter seledion and adapter ordering is a chain of local plans. In
the cae of incremental planning, locd planners run these steps on every conrection
noce. In the case of central planning, the central planner runs these steps before it runs
the last step, which is the optimization d the location o adapters. The result of adapter
seledion and adapter ordering in centra planning can be different from incremental
planning because central and incremental planning use different sources of adapters.
Central planning seleds adapters from adapter storage sites. Incremental planning selects
adapters already locaed onthe @nrection nods. The subsequent sedions ow the

steps of the heuristic search.
5.1.1 Adapter selection in two-level adaptation database

The adapter selection procedure ansists of two basic phases:

e Theinterpretation d asituation in the networks and problem detection

» Choasing particular adapters to solve these problems.

In Chapter 4 we described the planning data, which consists of data stream
characteristics, user applicaion peferences, and connedion condtions. The
interpretation d the network situation works as follows. The planner compares the
stream charaderistics from one side aad wer applicaion peferences and retwork

condtions from the anather side.
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For example, assume that stream throughpu is 2000 Kbps and the bandwidth of
one of the links is 1500Kbps. This stuation is interpreted as a problem of insufficient
bandwidth that requires the cmmpresson d the stream to fit the link bandwidth.

Let us consider ancther example. The stream is not encrypted by the user
applicaion; hence it is charaderized as inseaure. However, the user applicaion
preference is to kee the transferred data confidential, i.e., the data must be seaure.
Network condtions contain the security characteristics of the mnnedion links. Normally
they are dharaderized as ®aure or insecure. If al connedion links are seaure, the
planner does nat deted any problem. However, if one of the cnnedionlinksisinseare,
the planner interprets it as a problem. Therefore, if the data is encrypted by the user
applicaion, a if the user applicaion daes nat require security, or if all connedion links
are secure, there is no security problem. If the data is nat encrypted, and the user
applicaion requires ®arity, and at least one of the wnnedion links is inseaure, the
situationisinterpreted as a security problem.

The problems that occur in networks are mostly well known and well described.
Every problem has an asdgned identification code known to the planner designers and
adapter designers. Therefore, the planner has a list of the @nrection links associated
with problem codes that occurred in the anrection. Clealy, the planning system relies
on this presumption d pre-knowledge of the kinds of problems that cen occur in
networks. Discovery of a previously unknaovn kind d problem might require substantial
redesign o the planning algorithm and the alapters it uses. As noted, dscovery of new

classes of network problemsisrare.
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When all conredion problems are detected, the planner begins the process of
seleding the alapters that shoud solve them. The planner learns abou an adapter
software padkage from its database where each record associates a problem with a
number of adapter software padkages that can solve the problem (according to the alapter
software padkage designers).  Every record o the planner database wntains the
foll owing data:

* Problem code

* Name of the alaptation package

» Interfaceto the database of the alaptation padkage

If the planner finds more than one alapter package that can solve a particular
problem, it must choase which padkage to use. It can use the first padage found, o a
randamly chosen package, or a padkage that the planner has good experience with, o it
can apply other self-learning techniques. A particular package may not contain an
adapter of a desired efficiency. For example, if the previously chosen padkage does not
contain a cmpresor that is able to compressa 500 kbps dream to passthrough a link
with 56 kbps bandwidth, then the planner shoud try searching other padkages looking for
a ompressor of the crrespondng strength.

Every adapter software package cntains a software modue that makes a low-
level intelli gent adapter search within the alaptation package's locd database upon the
request of the planner, using the problem code and wser preferences as parameters. The
database of the package is designed and maintained by the aithor of the padkage. The

seach modue acepts the ade of the problem with a preferred user-specified solution
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method and cd culates the result of the query containing the list of adapters that solve the
problem. The list may contain ore or more possble aapters from the alapter package.
Each item from the list contains the name of an adapter, the set of adapter parameters,
and the description d the adapter that is necessary in order to apply the alapter properly.
Adapter description datais discussesin Sedion 5.1.2.

The design o the alapter software padkage database is totally up to the alapter
designer. The database of the package may keep all posdble alapters of the package in
separate records, or it may keep the information in a form other than a table. The
adapters can be stored separately from the adapter software padkage database, which
shoud be locaed closer to the planner. The alapters can be locaed in a remote adapter
storage site. The location field in the padkage database ntains the locaion d the
padkage alapters.

The important thing is that the database cntains homogeneous data completely
monitored for by adapter designers. At the same time, the planner has access to the
information abou adapters of the adapter padkage.

We have the problem of how to define aflexible but predse interface between the
planner and the adaptation package. The planner uses the problem ID and user
preferences in a format understandable by the search modue of an adapter software
database. Asthe result of aquery, the planner receives the adapter information recessary
to further the planning procedure.

If a particular adapter appears to be abad choice for a particular situation, the

planner may repeat its query to ancther adapter padkage database. If more than ore
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adapter is foundfor a particular problem, the best one can be thosen from the list by a
certain criteria, such as,

» Efficiency (for example the best compressbili ty)

» Spedl o processng

* Amourt of resources needed

e Adapter avail abili ty

However, we believe that the best criteria in this case would be the suitability of
an adapter for the overall plan. This means that the planner tries to incorporate the
adapters into the plan from the list of adapters, ore by one. If an adapter does not satisfy
the plan, the planner returns to the list of adapters and chooses the next one for
consideration. The first adapter that satisfies the overal plan is the one that shoud be
chosen to solve the problem. The planner also can use arandam choice of adapter to
avoid the biased use of the same adapters all the time.

When a new adapter package is created and dstributed, a record of the new
padkage must be alded to the planner database.
The alvantages of this approach are:

» Easy update of the planning system for a new adaptation package

» Padkages keep their databases according to their customs

» Fair divison d the resporsibiliti es between adapter manufadurers and

planner administration
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The disadvantage is that it presumes a number of serious requirements for adapter
manufadurers. The interface between problem and adapter descriptions, instead of being

aplanner-internal issue, becomes a communal question and requires ecial attention.
5.1.2 Adapter description data

The adapter description cata that is kept in an adapter package is important for the
ordering and location danning steps. The presentation o this data must be bath flexible
and known to the planner and adapter designers. We designed ou own metalanguage.
The description d an adapter consists of three parts. action, peoondtion, and
postcondtion. Thisdatais presented below using the following tags:

General description:

Name of the adapter — name of the alapter in question

Arguments —the aguments provided to the alapter to solve the problem
Problem code — code of the problem it solves. One example is throughput.
Throughput — which means that the adapter solves the problem of low
bandwidth.

Binary - shows whether the adapter has an UNDO part or not. If Binary
equals yes, the UNDO part must be separately described too.

Required resources - shows the list of node resources necessary to run the
adapter.

Action:

Solution code — code of the methodthat the alapter uses to solve the problem.

For example, Lemple Ziv compresson or color drop.
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Efficiency — efficiency of the alapter. For example, ore encryptor has
efficiency equal to 0.6 and anather encryptor's is equa to 0.3. This means
that the data encrypted by the first adapter is twice & easy to crad.
Measuring the efficiency of adapters can be tricky. If the dficiency of
adapters is nat well defined, than the choice of one of two adapters can be
dore abitrarily.

Amount of data - shows how much data the anount of data being transferred
is affeded by the aapter. For example, a @mpresor compresses data, a
filter drops part of the data, a forward-error-correction adapter increases the
amourt of data, etc. If amount of data is equal to 1.25,the anourt of data
that will be transferred will i ncrease by 25%.

Data preservation - shows how much data was lost by a lossy adaptation.
For example, data preservation that equals 0.85means that 15% of data was
dropped and canna be restored. If two adapters of the same efficiency have
different data preservation values, than the aapter with the larger data
preservation value shoud be selected.

Preconditions - list of preconditions that are necessry to run the alapter. For
example, it can be adata format that can be recognized by the adapter, or
Compressahility Lempel Ziv is equal to 1, which means that the data can be
compressed by a Lemple Ziv compressor.

Postconditions - list of pastcondtions of the alaptation. For example, it can be a

format that the data is converted to, a compressability color drop is equal to
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0, which means that the mlor in this video stream is dropped and canna be

further dropped. Postcondtions are the results of adions applied to
precondtions.

An example of a real adapter description that is implemented in this projed is
presented in Appendix C.

The resporsibility for the aedion d an accurate description d the dfeds that an

adapter provides to the data stream is completely lies with adapter designer. If the

description is nat dore properly, the planner will misuse the aapter or not use it at all,

which isnat in the adapter designer'sinterests.
5.1.3 Adapter ordering

The planning processdescribed in the previous sctions presumes the creation o
locd plans. A locd plan is a plan that distributes adaptations among two neighbaing
nodes that are suppased to participate in the communicaion sesson. The number of
adaptations that can be deployed onthese two nodes corresponds to the number of data-
transmisson problems that can occur onthe link. The processof ordering the alaptersis
very important because the result of their composition affeds the feasibility and
efficiency of the loca plan.

Exhaustive search for the adapter ordering

It is easy to show that the number of adapter positions will be N!, where N is the
number of adapters onasingle nodein alocd plan. Becauseit is hard to imagine that N
can be larger than 3 @ 4 in practicd cases, we can find the optimal order through an

exhaustive seach.
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The dfeds of unary adaptations, such as format conversions, lossy adaptations,
and authentication are formalized as precondtions or paostcondtions of adapters or
planning operators (see xample in Figure 5.2). In Figure 5.2a aplan gperator is sown.
Eacdh operator consists of three éements: precondtions, adions, and patcondtions. An
operator receives the user data padket and stadked aggregated pastcondtion (SAP) from
the previous operator. The original user data that was generated by the user applicaion
has an initial SAP that we termed "data stream characteristics' in ealier sedions. The
SAP varies as the data moves from adapter to adapter. If the precondtions of an operator
do nd conflict with the SAP, the operator is applicable directly, and the output of the
operator consists of the previous SAP and the pastconditi ons of the operator:

SAP = SAP +postcondtions

Any node on the search tree shoud be evaluated by an evaluation function a a
goal constraint. For example, for the well-known problem concerning the order of
encryption/compresson adaptations, we shoud try both orders of the compresson and
encryption adapters, and the evaluation function will return a better value for the
compresgon/encryption ader, since that order saves more link resources. The goal
constraint is used as a threshald for the evaluation function. If the threshold is reached,

the seachis gopped.



Stadked aggregated Action
postconditions from — R SAP' = SAP + Postconditions,
previous nodes (SAP) Preconditions SAP if no conflict between SAP
a) SAP and Preconditions
® ®)
1) Color -> B/W 1) Forwarded error
b) 2) Compresson oorrectiqn (FEC)
3) Encryption 2) Deayption .
4) Forwarded error 3) De-compresson
correction (FEC)

Color -> B/W

Compresson Encryption FEC

Plain datain
format

Plain data in format 28— Plain data o Any data ol Any data —p

Plain B/W datain format Plain B/W datain format 24, Plain B/W datain format ?A\, Plain B/W datain format 24\,
(Compressed data Compressed data, Compr essed data,

Encrypted data Encrypted data, FEC

Figure5.2: Buildingalocal plan. a) plan operator, b) elementary network with
adaptations, ¢) local plan of node A

Figure 5.3 shows an example of exhaustive seach with the evaluation. Two
adapters (compressor and encryptor) shoud be ordered onthe cnneded nades A and B.
If compressonis applied first, the datarate will be reduced; if encryptionis applied first,
the data rate will not change. In either case, the data will be transmitted with the same
seaurity. Thus, the evaluation function that cdculates the amourt of required link
resources will return a smaller value in the first case. Ancther way to evauate both
options would be to compare the required resources with a threshold that indicaes if
successwas achieved using these adapters. Asaume that the threshold was 0.8 of the user
data rate required. In the first case, the user data rate was reduced 0.5 times, and
therefore, satisfied the threshdd value; in the second case, as the data rate was not

changed, the threshold was violated. Again, thefirst case was chosen.
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X bps 0.5X bps X bps

H@ Throughput = 0.8 X ': :

1) Compressionwith rate 0.5 1) Deayption .
2) Encryption 2) Decompresson
Evaluation(Link Resources) = 0.5
X bps X bps X bps
b .
) 1) Encryption 1) Deoompresson
2) Compression with rate 1/2 2) Deayption

Evaluation(Link Resources) = 1.0

Figure5.3: An example of exhaustive search with evaluation

L east-commitment planning

Exhaustive seach might be too time-costly, since the whaole planning procedure
ocaursin rea time. For example, if the number of adaptersis over ten, then hundeds of
thousands of search nodes must be visited and evaluated.

L east-commitment planning is the gproach that was chasen to solve this problem
[Dean94], [Kambhampati94], and [Weld94]. Generic partial order plans are pre-
computed and stored in alibrary. They are precomputed of-line, and thus the adapter
designers can use exhaustive search to buld these plans if necessary. The aapters in
these plans are represented by generic samples of the alapters that do nd have names or
resource requirements. The aciation between these samples and red adapters is dore
by the adapter problem-solving methods. Whenever necessary, the plan closest to the

task will be retrieved from the library and adapted. The dosest generic partial plan isthe
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plan that contains all adapter samples that use the same solving methods as the real
adapters that must be ordered. Then the red adapters are ordered in the same way as the
correspordent adapter samples in the dosest partial order plan.

The plans are partially ordered because some alapters canna be ordered in
advance. The mnstraints that allow complete ordering of the library plan are known at
the moment of planning only. For example, for storage alapters uch as buffer, cade, or
prefetchers, there are reasons to pu them before, between, or after other adapters. It
depends on the particular requirements of the sesson. For example, encrypted data
arrives at the node to be stored in a cache adapter. If the majority of end users do nd
want to deaypt the data themselves, the data must be decrypted before it is gored in the
cade and encrypted again just for thase users who have inseaure links. If the mgjority of
the users have inseaure links, the data must be stored encrypted. However, in the case of
unicast conredions, where there is only one user, the plan can be indifferent to this
problem, and a storing adapter can be ordered arbitrarily: before, between o after other
adapters.

It is difficult to predict all possble constraints in precalculated library plans.
These mnstraints become known during the adual conredion establishment. If they are
not defined at this moment, then the planner orders a storage adapter arbitrarily. Figure
5.4 pesents the prototype of the generic partial order plan that was used for this
implementation. It is easy to see that the dements of operators do nd contain very many
detail s abou the aaptations. Some operators are locaed in parallel, which means that

the order will be determined later, at the moment of plan cdculation. The alditional
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conditions brought to the picture by particular adapters will be aljusted to the plan duing

the planning procedure.

* >
[ Rowdatain |
format 2F
Row datain
format ?G
Distilling Compress Encryption FEC
Row datain d
> format F » Row data » Any data Any data >
Distilled data Compressd data Encrypted data Any data
Buff er/Cache/Prefetch
> Any data
Any data

Figure5.4: Theprototype partial order library plan for adapter ordering

In the partial order plan format-sensitive alapters like the format cornverters
shown in the figure as ?F->?G, or lossy adaptations called dstillers, shoud be used
before the data loses its format after compresson, encryption, etc. Lemple-Ziv-like
compressonis used before encryption. The FEC adapter must be used last to ensure that
the results of all adaptations provided onthe link are properly encoded.

An the example of a partial order plan that represents Figure 5.4 is presented in
Appendix D.

Constraints on adapter order
As d$own abowve, a particular network condtion can influence the order of

adapters. However, other fadors cen cause more nstraints on adapter order. For
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example, adapter design can influence the adapter ordering. Asaume that we have aone-
link conredion that transfers a video strean. The data must be mnverted from format X
to format Y to med the requirements of the user's application. The link has low
bandwidth and requires a mlor-droppng adapter. Then the order for the X->Y format
converter and color-drop filter depends on what format the mlor-droppng adapter
requires, as described by precondtions. If it is X, the mlor-droppng adapter must be
used before the format conversion; if it is 'Y, the alapter must be used after the format
conwversion.
Thus, the onstraintsin order planning come from threesources:
1. Adapter method constraints (for example, compresson runs before
encryption)
2. Adapter constraints formulated by adapter designers during of adapter design
(for example, aformat of data necessary for applying the adapter)
3. Network constraints (for example, allowing a majority of users to vae on
keegping cached data encrypted or deaypted form).
The aapter method constraints are and to create partial order plans off-line. Adapter
constraints and retwork constraints are defined later, at the moment of planning.
Conflict resolution between real adapters
Corflicts between pastcondtions of one alapter and precondtions of another
adapter can occur during planning. Cornflicts can be resolved in various ways. An
approach to the onflict resolution that is based on adding ancther plan operator is

presented in [Liatsos97]. An example of how a cnflict can be recovered is s1own on
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Figure 5.5. Asaume that two adapters, fragmentation adapter Fragmentation and color-

dropping adapter Color->B/W, are in conflict because they require user data in dfferent

formats, A and B. The onflict between them is recovered by an adding an additional

adapter to the plan (seeFigure 5.50. A format converter A->B was introduced between

the fragmentation and color-dropping adapters.

Fragmentation

>

Raw datain format A

Fragment of data
in format A

Dashed lineindicates

-
I
1
a) the conflict, asformat | User datain
A isnot equa to |
format B ! Color->B/W format B
_»7 ‘L+ Raw datain format B _>
. 1 color bit
User datain fg?mc; BI
format A
Fragmentation
» Raw datain format A
Fragment of data
& in format A
b) A->B User datain
Raw datain format A Color->B/W format B
Raw datain format B RaNdaIainfor.matB '
User datain \—> 1f§r°r:;rt l;t
format A

Figure 5.5: Resolution of a conflict between preconditions and postconditions
a) Planner incor poratesthe external constraint that user dataisin format A.
b) Planner resolves conflict between the two formats by adding a format

converter.

If away to recover a @nflict can na be found,the planning procedure will fail.

The result of adapter seledion and adapter ordering is a dhain o local plans that

can be used for the mnredion. The incremental planning procedure stops at this point,

and the plan is used for the mnrection. But as we saw ealier, this plan is not optimal, so

central planning is applied to creae an even better plan.



5.1.4 Plan optimization

Optimization of the chain dof local plans consists of two tasks: extending the eff ects of the
adapters that reduce the connection's consumption of link resources, and minimizing the number
of adaptersused. Minimizing the number of adapters of adapters used is desirable because every
unrecessary adapter increases latency and wastes resources.

One obvious way of isto evaluate dl possible plans and choose the one with the highest
value. However, since our problem is NP-hard, if we have more than a few eements (nodes,
links, adapters) to consider, this exhaustive gproach will be computationaly infeasible. We
cannot predict that our system will only neal to operate on small numbers of elements, so we
cannot aways rely onthe exhaustive gproach.

Recursive best-first search

Reaursive best-first seach (RBFS) is used for the search in the plan space
[Korf93] and [Nilson®]. The seach occurs in a plan space where each nock
corresponds to a plan. The search starts at some initial node. The node expands and the
algorithm evaluates every possble route from the initial node to al immediate
descendent nodes using an evauation function. Then it chocses the path with minimal
(maximal) value; the rest of branches are dropped. The processcontinues with expansion
and evaluation d descendant nodes until the goal nocke is reached.

RBFS uses an evaluation function to guide the seach for the goal plan [Dean94].
However, in ou case we cannd say in advance what our goal plan looks like. So the
evaluation function must provide ameasure of the intrinsic value of plans in the search

space rather than comparing them to a perfed goal plan. The goa of the seach then is
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to find the plan with the best value of the evaluation function. This sach technique can
be used to address optimization poblems that invave finding an oljed that maximizes
or minimizes a particular evaluation function.

A variant of the best-first search is call ed the hill -climbing search. This agorithm
is designed to maximize the optimization function and terminates in a locally optimal
solution kecause no nodas of higher value ae reachable by applying a single operator.
However, that the solutionis not guaranteed to be dso globaly optimal.

In our planning procedure we use the cmmbination d RBFS and the hill -climbing
seach. RBFS dlows pruning of the search tree the hill -climbing search finds a local
optimal plan, which we define & a desired solution. We will cdl the evaluation function
the optimization function, which better reflects the nature of our planning methoddogy.

Theinitial plan consists of the chain of local plans. Applying transformations, we
optimize this plan by:

1. Extending resource-saving adapters

2. Kegping minimal the number of links affeded the adapters increase the use of

network resource

3. Minimizing the number of used adapters

The processof the generating of anew candidate plan is based onthe shuffling of
operators of any two plans that cover two neighbaring fadions of a cnrection. A faction
of a @nrection can contain ore or more @nnedion links. This process is cdled
merging; the candidate plan is evaluated with an evauation function. The process

consequently merges as many neighbaring plans as possble, idedly all of them. Asaume
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there are neighbaring plans A and B. The merged plan will be PlanA+B. If the original
global plan asa chain o locd plans was:

PlanA — PlanB — PlanC — PlanD — PlanE —PlanF,
then the global plan after the first merge, asauming that PlanA and PlanB were merged,
wiould be:

PlanA+B — PlanC —PlanD — PlanE — PlanF.

The newly built plan is closer to ogimal than the original one, and if necessary it
can be returned by the planner as the “optimized” plan. Otherwise the processwill be
resumed urtil, with some luck, the plan will be:

PlanA+B+C+D+E+F

When two neighbaing plans are merged, the cnstraints of both shoud be
preserved. If this causes a conflict that canna be fixed by adding additiona steps to the
plan, the merging must be cancded and the process resumed with the next plan. For
example, if PlanA+B could na merge with PlanC, then the global plan would be:

PlanA+B — PlanC+D+E+F
Merging plans

The merging of two neighboring plans is the key operation for the plan seach
process Asone example, two neighboring plans are locaed onthreenetwork nocdes. Let
us cdl the nodes A, B, and C and loca plans AB and BC. The DO parts of plan AB are
locaed on no@ A. The UNDO parts of AB and DO parts of BC are located on nale B.
The UNDO parts of BC are located onC. Eacdh move of an adapter part is followed by

the alapter ordering procedure. Thus, for example, an encryptor from node B moves to
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noce A and appears in sequence dter a cmpresor aready locaed on nale A. Then the
move is evaluated by an evauation function. If the evaluation function shows a worse
value, then the recently moved adapter part goes back to where it came, from and the
processof merging these two plans terminates. However, it can continue with ather plans
that belong to the wnredion. The planner verifies the @nsistency of adapter
precondtions and patcondtions. If it is violated by the move, the move is rolled back
and the merging of these two plans terminates. The planner verifies the feasibili ty of the
plan by courting resources that are spent by the data stream and adapters with resped to
avail able network resources. If the plan shows a better value of the optimization function
and is feasible, it is gored as the best-found pan. If the optimization pocess is
terminated, the best-found pan is used as aresult of the plan caculation.

An example of a succesgul plan merge is presented in Figure 5.6a. Two local
plans, one running encryption and the other one runnng compresson, were merged, with
the DO part of the compressor being moved to node A and daced before the DO part of
the encryptor, and the UNDO part of the encryptor being moved to nade C and daced
before the UNDO part of the compresor.

Plan merging failures

The planner may nat always merge two plans succesgully for the following
reasons:

1. Discouraged by an evaluation function

2. Insufficient knowledge éou adapters

3. Unreomverable mnstraint conflict



4. Insufficient computational resources of the cnredion nods

5. Timelimit

In Figure 5.6b,the merging of two plans failed because the cache on nade B was
required to store unencrypted data, since many network users dort need/want to deal
with encrypted data. In Figure 5.6c, the merging of two plans failed because node C
canna exeaute more then ore adapter.

When the planner is unable to merge plans, the optimization processmay produce
afragmentally optimized global plan:

PlanA+B > PlanC+D > PlanE+F
Obviously this method canna guaranteethe optimal plan, bu it can try its best to

come up with adecent plan that is not worse then original global plan.

= > <=1
a) 8 ]
Compressd and encrypted data
Many secure connections
that don’t need/want encryption
Cachef
- Encrypted data, o Encrypted daIa

b)

Encrypted data Compres=d data

[ > <] = <1 Not enough
: e <

node C

Figure5.6: Plan merging. a) Successful merge; merge failur es because of
b and c. b) Network constraints. c) Insufficient resources
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As mentioned abowe, the optimization pocesscan be interrupted duwe to temporal

limits, in which case the planner will return a partialy optimized pan.

Plan merging policies

The result of the optimization may depend onthe choice of the local plan that was

chosen first for the refinement procedure. Such a loca plan is cdled the seed. It is

impossbleto say in advance which local plan promises the most optimal result within the

limited time of the optimization process That is why the optimization process can try

more than ore local plan as a sead dof the optimization. Severa fadors increese the

probabili ty that alocal planis chosen as a seed:

1.

2.

3.

4.

Number of adaptersin the local plan
Particular adapters of the locd plan
Node and link resourcedistribution

Location d the local plan toward source or destination, etc.

The influence of these fadors requires further investigation. In this implementation, we

use four different merging palicies:

1.

2.

From source link to destination link

From destination link to sourcelink

From the node with the most resources to destination

From the node with the most resources to the source and to the destination, in

turn

When the planning period ends, we choaose the most efficient of these four as our central

plan.
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Planning algorithm complexity

This problem is moderately complex. Asaume that a global plan consists of two
locd plans with X and Y ordered adapters. The alapters from one loca plan will be
positioned next to the same-class adapters of the other local plan, making the merge
complexity equa to O(X+Y). With p total adapters and n nodes, the tota merging
complexity is O(pn). Every step of our optimization processrequires an evauation d
efficiency and feasibility, which has complexity O(n). Hence, the total complexity is
O(pr?).

Formal definition of the optimization problem

Let us gate the problem more formally:

Given:

ConredionG=(V, E), Visaset of N nodes that are sequentially connected by N-1
links E. Ead link has certain available link resources, and each noce has certain
avail able noce resources.

K isthe number of link resourcesthat areincluded in o model.

M is the number of node resources that areincluded in our model.

Cr = { Cry(i)) } isthematrix of availablelink resources, 1 <i <N-1, 1 <k <K.

Rr = { Rr(j) } isthe matrix of available noderesources, 1 <j <N, 1<m<M.

Fr = { Fr(i)) } isamatrix of link resources required by the omnnedion, 1 <i <N-
1, 1 <k <K. Currently, we asume these per link requirements are equal for the whole

conredion.
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Gr = { Gr(j) 3, isamatrix of node resources used for the mnnedion, 1 <j <N,
l1<ms<M.

If any adaptation uses more resources than avail able, the planis not feasible.

A conredion requires an adapter if, for at least one link i < N-1, there exists at
least onelink resourcek <K, such that Fry(i) > Cry(i)

Initial state:

We can look at the adapters as toadls that convert node resources into the needed
extra link resources. The locd plan is the thain of adapters located onthe mnnedion
links:

1. Fr(i) =Cryi), foral iandk, 1<i<N-1,1<k<K
2. Grp()) <Rry(j), fordljandm, 1<j<N,1<ms<M

Transformations:

Asame that there is a set of transformations t: Gr - Gr’, Fr- Fr'. A
transformation is a move of the DO or UNDO part of the aapter from one node to
anacther given that the original order of adapters of theinitial plan must be preserved.

Rules of the transformation:

We follow four rules for the transformations.

The first rule of the transformation is to keep the original order of adapter
methods acwrding to the order of theinitial plan, as described in Sedion 5.3.2.

The secondrule of transformation is to apply an adapter’s DO part on any noce
before the problematic link and, if there is an UNDO part, apply it on any node dter that

link.
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The third rule points out that often there ae multiple dfective locaions for
adapters. The ead locaion affects the dficiency of the cnrection, bu may be
constrained by the presence of other adapters. Thus, the third rule of transformation is
that an adapter can be locaed at a particular node only if the stream condtions and the
pre/paost-condtions of the adapter are consistent.

The forth rule of transformation is abou merging similar adapters. A
transformation can result in two adapters that provide the same action to the same set of
problematic links. In this case, ore of the alapters can be dropped, reducing the
computational resources needed to handle the wnrection. Thusthe rule is: drop the less
eff ective of two adapters that provide similar adions to the same set of links.

Goal of transformations:

The goal is to find the sequence of transformations T': t1 t2 t3... [J T that will
reduce the required link and noce resources, given that every link and noce resource
remains below the crrespondent limit:

1. Fri(i) sCry(i), foral iandk, 1 <i <N-1,1 <k <K
2. Gry(j) sRry(), foral jandm,1<jsN,1<sms<M

N-1

N
3. ZGrm(j)sBm, ZFrk(i)sDk, where B is a bound ¢ a particular node

resourcem, 1<m=<M, D isabound & aparticular link resourcek, 1 <k <K.

The last requirement expresses the intent to na just rely on avail able resources

but also to use them below limits dictated by external circumstances.
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Reducing the bandwidth of the @nredion links and avoiding unrecessary
adaptations improves the latency of the cnnedion. Indeed, each adaptation tends to add
to latency and more data to transfer tends to add to latency, too. Minimum use of link
and nock resources improves the network condtions for other conredions.

Each transformation changes the distribution d the node and link resources. We
use an optimization function to evaluate the transformations. |If the plan resulting from a
transformation is feasible (i.e., dces naot violate node nstraints on avail able resources)
and produces a higher optimization function value, the transformation produces a better
plan.

The drawbad is that the procedure canna guarantee the global minimum of the
optimization function, bu it can read alocd minimum [Dean 94.

Optimization function

The optimization function must consider al valuable resources that are relevant to

the dficiency of the optimized global plan. We use an evaluationfunction o the

following form to drive the optimization process

link node
links resources nodegesources

=3 2 aldr+3 3 B,
where Ir and nr are link and nock resources, and a and (3 are normalizing weight
coefficients. The function may not contain latency explicitly among the used node
resources. Latency can be implicitly included in nocke resources as CPU, HD, memory,
etc. used by an adapter; by favoring the reduction d the node resources, the number of

adaptations and bandwidth use, the function tends to reducelatency.



The wefficients ax and S« are the @efficients of importance for the resource that
indicate which link or node resourceis more valuable in comparison with another. These
coefficients can be different from network to network. If the planner is trying to buld the
plan ona network that consists of two pertitions, where in one partition link resources are
more vauable and in another partition noc resources are more valuable, then the
strategy of the optimization process must be different. Different values of the link and
node resources can make partitioned planning (separate plans in separate partitions)
necessary.

The evaluation function in the example &owe requires efficiency in resource
distribution throughou the whole @nrection. The use of such a function produces an
eoonamic but very biased plan that can use the resources of nodes unfairly. The limit of
how many resources of nodes can be used can be provided by the ONA accourting
system.

The evaluation function is a powerful tod that can make the planning caculation

adjustable to particular requirements.
5.1.5 Resourceand temporal constraints

The plan cdculation procedure must verify the resource @nstraints every time a
locd or global plan is creaged or modified. Unlike the evaluation function that observes
overall resource usage, resource cnstraints must be verified onead link or node whaose
resources are used. Violation d aresource ®nstraint may not lead dredly to badk-off
becaise the merging procedure described earlier can make the plan fit the constraint.

Bad-off means to return to the last plan that was feasible, i.e., that fits the resource
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constraint, and to resume the merging processin some dternative direction. But a plan
that violates a resource @nstraint canna be returned by the planner as a feasible plan.
However, some resource violations can leal to back-off when it is clear that any
modificaion aher then bad-off will nat fix the violation.

The tempora constraint plays the role of a global limit on the plan-cdculation
process If no feasible plan was cdculated within the temporal limit, it means that the
planning process failled. Otherwise, the best-found feasible plan must be returned no
matter how much better it could be if the processproceels. In the case of a very strict
temporal constraint, the whole optimization processcan be cancelled and the set of locd
plans returned as the only possble global plan. For a sufficiently long communicaion
sesson, after alocd plan is caculated and deployed, the time @nstraint can be made
long enough to find a reasonably optimal global plan. If alocd plan was nat cdculated
succesdully, the first feasible global plan shoud be deployed; the optimization process

can continue in the badkgroundand the optimized global plan can be deployed later.

5.2 Exampleof a Plan Calculation

5.2.1 Peer-to-peer communication session

A pea-to-peer communicaion sessonis iownin Figure 5.7. Four nodes, A, B,
C, and D, are mnrected with threelinks, AB, BC, and CD. The daraderistics of these
links are & foll ows:

1. AB requires compresson kecause of limited link throughpu

2. BCrequiresencryption
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3. CD requires buffering on C and forward error correction (FEC).
The sender sends user datain format X at arate of 10 Mbps. The recever receives data

in the same format and the same rate.

T

Throughput Insecurity Buffer  Unreliability
islimited

Figure5.7: Peer-to peer communication through nodesA, B, C, D

5.2.2 Adapter selection

We asume that we have enough software adaptation packages to choose alapters
for al our links. However, we found that our compressor adapter is not capable of
reducing the data rate to the necessary level. So a @lor-dropping adapter is also chasen
to contribute to the data-rate reduction in conjunction with the cmmpresson adapter. But
the alor-dropping adapter is designed for data format Y, which causes a conflict because
thedataisinformat X. Therefore, the following adaptations are sel ected:

1. AB: color -> B/W for dataformat Y and compressor (color-dropping adapter

ison nok A)
2. BC: encryptor (encryptor ison nock B, decryptor ison nod C)

3. CD: buffer and FEC (buffer and FEC are on nade C, DeFEC ison nod D)
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Note that there is a problem of conversion d the dataformat X into format Y. But at this

step, the planner does nat yet deted the problem.

5.2.3 Adapter ordering

In Figures 5.8 and 5.9the local planning procedure for link AB is sown. The
conflict between formats X and Y was resolved by adding the alditional format converter
X ->Y on nale A and converter Y-> X on nock D by the planner. In Figure 5.10,local
planning procedures for links BC and CD are shown correspondngly.

In Figure 5.8 al adapters that are not needed for solving the problem are cossed
out from the partia order plan. The ordered plan for nocde A is shown in Figure 5.9.

For simplicity, the UNDO parts are presumed bu not shown in Figure 5.10.
Thus, incoming data for link BC is compressed on no@ B and decompressed on noe C,

andfor link CD the datais encrypted on nale C and decrypted on noe D.

St N\

o Sl\g(ptﬁre
2
aw dataNp }(ﬁNata
format ?G Slgr‘ed é‘{
/ \ /! N N /
Color->B/W Compress ncryptj ReC/”
e [ taman | ¥ Rawdda | Aydia 8 Apaa |>
Disilled data Compressed chta Enefyied data Ay da
/ \ 1 N
Buff eNQachej?(efetch
> ANyata
Thereisa @nflict of Ay e

constraints here that / \

will be solved, as shown
inFigure5.9

Figure5.8: Adapting partial order plan for node A



Datainformat Y, B/W,

User data
in format X X->Y Color->B/W Compress Compressd
i Raw datain
’ E,?ﬁ;affm > formar B Rawdda | ——>
Row datain Distilled data Compressed data
format B
Figure5.9: Local plan for node A
Plan for node B
_ Encrypt Format Y, B/W,
Datainformat Y, B/W Any 2 encrypted
Encrypted data
Plan for node C Plan for node D
Format X,
Dataformat B, BIW| Buffer FEC Y ->X fig;;’gna -
Raw datain  ———p
—»  Anydaa Any data format B
Any data Error correction Row datain
bits are added format A

Figure5.10: Local plan for linksBC and CD. Therewasa constraint conflict
here: data was expected in format X, and a data rate of 10 mbps. Theformat can
be changed to X, but the data rate cannot berestored because color isnot

recoverable
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5.24 Plan optimization

In Figure 5.11,the chain of locd plansis presented. In Figure 5.12, merging o
the AB and BC plans is shown. In Figure 5.13, pans ABC and CD are merged. The
merging procedure merges the aapters from two neighba plans using ordering
heuristics formulated in the partial order library plan (Sedion 5.1.2. For example,
adapters from nodes A and B must now be locaed on nale A with the wrred order
defined in the partial order plan: the format-converter, the filter, the mmpressor, and the
encryptor. The complexity of merging two sets of ordered adapters is MN, where M is

the number of adaptersin thefirst set, and N is the number of adaptersin the second set.

(O

X ->Y Decompr ession Decryption FEC verification
Color -> B/W(Y) Encryption Buffer Y -> X
Compression EEC

Figure5.11: Thechain of local planson nodes A, B, C, D

In the ABC plan, encryption comes after format conversion and compresson on
A, B hosts no adapters, and C runs decryption and decompresson.
In the ABCD plan, encryptionin Figure 5.13and compresson were extended

over the buffering adapters and FEC. The last adapter on D isformat converter Y->X.
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The evaluation function includes throughpu and security in this example. Thus,
compresgon and encryption were extended since they reduce data rate; FEC was naot
extended becaise it increases the anourt of data sent.

After the evaluation d the candidate plan, it is also tested for feasibility. In this
example, however, there was no noeg exeaution resource limitation, so the plan was

feasible regardlessof where adapters were located.

Node A:
Raw data Format Y, B/W,
informat X X->Y Color->B/W Compress Encrypt (éompr:;ed
R i Raw dat: ncrypf
| R?‘(l’\;:ﬁa/;n ?o/tmala\;n Rawdata —» Anydsta ——>
2)&:\[/;/1 ;aligain Distilled data Compressed data Encrypted chta
Node C:
Decrypt Decompress Buffer FEC E(/)\erat Y
— > — > Any data T .
Any caa Raw data Any dta Error ched,on Error correction
Encrypted data Compressed data Any dita bits are added bits
Node D: FEC verified Y -> X Format X,
Error correction Raw datain B/W
bits format Y
Raw datain
format X

Figure5.12: ABC plan after merging of AB and BC plans
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Node C:

Format Y
FEC
Buffer . B
»  Any data Any data compr
Error correction esseed d
Any data |_bitsareadded | encrypt
Node D:
FEC verified Decrypt Deampress Y -z X
Raw datain
— Ct?{rsemon > Anycta |[—>| Rawdata > formatY
Raw datain
Encrypted data Compressed data o

Figure5.13: ABCD plan after merging of ABC and CD plans.

Format X
B/W

Only changeson
nodes C and D are shown to demonstrate the results of the last merge

5.3 Using an Unary Adapter Model for the Plan Calculation

Algorithm

In the plan cdculation algorithm, we used hinary adaptation. However, we can
consider a purely unary model where each part of a multi ple-part adapter is assumed to
be aseparate aapter. The unary adapter model requires a slight revision d our model.
The unary model looks promising because it may be the only way to buld a plan for
multicast transmisgons, because the multiple second parts of binary adaptations can
cause difficulties for the planner. The anstraint that initi ates the insertion d the UNDO
part of a binary adaptation will have to be calculated through pdling all |eaves (users)

that share aparticular branch of the multicast tree. The multicast case will be cnsidered

in Chapter 8.
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54 Summary

In this chapter we presented the problems of the planning algorithm. The
planning algorithm is the key issue for ONA planning. Three steps of the planning
algorithm were presented.

Heuristic search dlows a fast calculation d the plan to address temporal
constraints on the planning process The procedures of adapter seledion and adapter
ordering address the problem of data and adapter consistency. Optimization d a plan
addresses the problem of plan efficiency. The problem of planning system extensibili ty
is handled by the encapsulation d adapter selection into adaptation padkages with known
to the planner interfaces between padkages and the planner.

In Section 6 that follows, we present the measurement performance of an

implementation d such aplanner and an ONA system that usesit.
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