Chapter 9

Conclusion

This dissertation describes the aurrent status of planning for open architedures. It
presents the most criticd planning problems that ONA faces and describes our planning
approad, the design and the implementation d a planning system, and the planning
system performance results. Implementation d the planning algorithm presented here
was dore in the context of adive networks, and performance tests show that the system is

feasible and suitable for rea-time gopli cations.

9.1 Contributions

Because ONA techndogies are mmplex, many applications will not be cded to
take advantage of ONA capabiliti es. The data streams sent by such applicaions can gain
the benefits of ONA techndogies provided an automated system can determine the
proper choice and dacanent of ONA adaptations. This dissertation has demonstrated
that it is posgble to buld an automated planning system that is quick, effective, and
extensible. The planning procedure implemented in this work coll eds the planning data,

exeautes the planning agorithm to cdculate aplan, and deploys the plan.
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The planning procedure uses a planning algorithm which is based on a heuristic
seach in the spaceof al possble plans. We have shown that our planner implementation
outperforms smple dternatives sich as an exhaustive seach of al possble alaptation
deployments or treding the problems of each link separately. Depending on the
complexity of the problem, ou heuristic planning method can be thousands of times
faster than exhaustive search, and can hande redistic cases with problem complexities
too large for exhaustive search to be used at al. It took at most, 160 milli seconds to
cdculate aplan in the tested cases using our planning algorithm. Using our working
units as a figure of merit, our centralized planning system produced plans that were &
much as 100% better than ursophisticated incremental planning. The heuristic planning
algorithm produced optimal plans (as evaluated using heuristic seach) in at least 99% of
tested cases.

We implemented a planner design for active networks. Pandais an example of an
adive network system that provides an adaptation service for end-to-end conrections and
automated planning for the seledion and deployment of adaptations. The planning
process presumes that a search for a feasible plan in the space of all posdble plans will
succeal. The cmplexity of the seach depends on the scde of the space of possble
plans. We believe that in a practicd system the plan space is very large, making
automated planning a @mplex artificial intelligence problem. Fast but inefficient
incremental planning and slower but more dficient centralized planning were combined
in the planning procedure implemented here. This design alowed the data transfer to

start up to 400 milliseconds faster. Thus, short sesgons (lessthan a hundred padkets)
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may nat require centra planning becaise some tens of padkets will be served by the
incremental plan before acentral plan is activated. Some factors can make the life of the
incremental plan even longer -- for example, a slow or faulty planner or adapter storage
Site, aslow network, etc.

The implemented planning procedure supports ome functions of network
resource management. The planning system adds and regjects new conredions, and
preempts and replans old conrections acarding to priorities of the cnnedions and the
network resource availability. The resource management comporent of the planning
procedure can reduce the chaos in the active network resource distribution. The planner
first leans what resources are necessary to suppat a @wnnedion and where they are
needed. The planning resource management receives resource data from the planner and
uses a RSVP-like service (see [Braden01]) or automated configuration network
management (see [Konstantinou03) for resource reservation before a conredion is
establi shed.

We dso presented the design of the secure planning procedure. The seaurity of
the planning procedure is based on the public key cryptography authentication d
signaling between all participants of the planning procedure: conrection noaes, a planner,
and adapter storage sites. The planning procedure shoud nd be asource of additional
computer inseaurity.

We demonstrated that the planning system can significantly improve the
performance of real-world appli cations using metrics meaningful to their users. In the

tests reported here, our automated planner doulded the pe& signal-to-noise ratio of a



video stream at certain pants in the transmisson compared to standard networks or
unsophisticated planning, and (after a ramp-up period) always provided better PSNR than
standard networks. Planning was also applied to ather application data streams. We used
encryption for the RAT applicaion that transmits audio data. The quality of voice and
music audio streans was downgraded bu remained rewgnizable. The planning
procedure can be gplied to any kind d data streams given that the planner knows their
characteristics and requirements. Encryption increases the delay of the data stream,
thereby making QoS worse. In some cases the overhead added by encryption d a data
strean shoud be @mpensated for by latency-reducing techniques (for example,
compresson, etc.)

The measurements presented in this dissertation were made in three dimensions:
applications with dfferent data generation intensity, computers with dfferent CPU power
running Panda nodes, and network links with dfferent bandwidth and security levels.
The planning procedure dooses a plan faster in the caes of less intensive user
appli caions and more powerful machines running Panda nodes. The planning procedure
completes planning 3 to 4 times faster if adapters are predeployed on the mnnedion
nodes. It takes longer to deploy larger adapters, and their deployment may suffer if
network condtions are too par. The larger number of adapters used, the more delay in
deployment. It makes optimization d the plan (e.g., redundant adapter dropping)
absolutely necessary.

In the bigger picture, this work contributes to the aedion d resporsive

middleware that rearanges its internal architecture to serve auser application. The
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results of thiswork extend the aea of automated resporsivenessof middeware, making a

wider range of network services avail able to an average user.

9.2 Discussion

We defined the structure of adapter data that consists of five major componrents:
problem ID, solution method, effect, cost, and precondtions and pastcondtions. Thelist
of precondtions and patcondtions can very drasticdly from adapter to adapter. If an
adapter defines fewer precondtions than defined by stream characteristics and previously
used adapters, that adapter is not sensitive to particular condtions. However, a particul ar
adapter can require precondtions that are not defined by stream characteristics or by
other adapters' postcondtions. Thiskind d an adapter pre-/post-condti on inconsistency
is indefiniteness bu not necessarily an adapter conflict. Whenever possbble, planner
shoud try to avoid whenever possble the use of such adapters because the planner
canna verify adapter consistency and data semantics corredness

The design of adapters sroud remain as sSmple & possble to fadlit ate planning,
becaise awmbining complicaed adapters makes the planning process complex, and
adapter consistency and data semantics corredness becomes problematic. In our modd,
smple alapters form an adaptation layer that diredly handes user data and can be
optimized by the planner specificdly for a particular connedion.

Anocther problem is the heterogeneity of planning data. Various nodes may
suppat an ureven nunber of link and nodk resource dtributes. For example, some links

may lack bandwidth o security information; some nodes may ladk their exeaution
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cgoability information, etc. The planner can asaume that these links and nods have a
particular (average or minimal) amourt of resources gecific to the network where a
conredion accurs. If the planner assumes wrong, a conrection QoS can be insufficient
to suppat appli caion requirements, or the cdculated plan may not be optimal or feasible.
The planner shodd have access to the network statistics to be @le to make rred
asumptions with higher probabili ty.

The cantralized planning paradigm requires a cetain level of network stability.
As our experiments show, centralized replanning can require some seonds. |If the state
of the network is gable for lessthan the time necessary for replanning, the centralized
plan becomes obsolete before it can be used, o it can be used only for a very short time.
In this case, incremental planning must be used. Such an incremental plan is never
decommisgoned before the cnnedion terminates. Whenever a dhange occurs on ore of
the conredion links, alocd replanning processoccurs, and a replanning message is ent
to the source node, which switches badk to the incremental plan and starts centralized
replanning. The replanning can be started with the full-scde planning data seledion a,
for accderation d the process just the problematic link change can be sent to a planner
that keeps the planning data for the life of the wnrection. This approach can save 120to
150 milliseconds in the replanning process bu the centralized panner must keep the
planning datafor all conredionsit serves. Other techniques can be used to accelerate the
planning processin urstable networks. For example, it can be assumed that the number
of states of network instability during a @nnedionis limited. Then al central plans that

were cdculated duing the @nnedion are not decommissoned urtil the end d the
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conredion. If network condtions return to the state that has a wrrespondent centrali zed
plan cdculated and deployed, the source node reswitches to that plan instead of
performing full-scale replanning. Ancther potential way to accderate the replanning
processisto choose only predeployed adapters for newly cdculated plans. Massve reuse
of previously used plans and predeployed adapters will be amajor source of accderation
in the planning process

In the future the service of adapter and partial order plan distribution can grow to
the same scde the asecret or pubic key distribution services existing today. The
services will be available on-line for subscription and wse. The access to multiple
distantly deployed services will require amuch better quality of networks and acourting
fadliti es, but user appli cation requirements grow very fast also.

The planning procedure presented in this work is applicable naot only for open
network architedures, bu aso for other environments. For example, rea-time
rescue/military software systems use a hac networks that suppat highly prioriti zed and
diverse traffic that carries video and audio data to dverse devices, often in wireless-
communicaion-hostile terrain. The planned adaptation and rerouting will im prove QoS
of these networks. Pea-to-peer systems tend to use adistributed infrastructure for their
services. These services provide alaptations, information and rerouting to peer-to-peer
conredions. The number of these services grows with every year, and these services
participate in more and more @wmplex interadion. In the peer-to-peer community,
compasability and coordination d these services require planning procedures that will

make the combined use of the services feasible and efficient [Venkatasubramanian02).
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This makes the ONA planning approach presented here desirable in peer-to-peer
communicaions. It is an example of how the techndogy of open network architedures
penetrates into conventional networks. Remote wde invocation systems sich as Rover,
RMI, and Java Beans that are &le to run code remotely can benefit from this planning
approad if the ade that they run on dher hostsisin the form of adapters smilar to thase
that are described in this dissertation. These systems will make their choice of what
adapter to use and where to use it by applying the planning procedure presented here.
This approadch is espedally valuable if the alapters that are chosen by these systems are
automaticdly seleded and adered, and the large scde of a system makes manual
planning problematic.

The use of open network architectures (espedally active networks) is very
complex. Wide use of this techndogy will bring to life other problems that are barely
visible & this point, but that may become an issue in the future. Thus, this work suggests
that poa conredion link resources can be cmmpensated for by exeaution resources of
conredion nodas through adaptation d the data stream. The node resources are
considered "free" and are limited by the node resourcelimits. In the future, however, link
and nock resources may beame equally valuable commodities, and danning will have to
balance the use of these resources. For example, distributed data search and processng
(e.g., OLAP) make node resources and the node workload more important factors of
planning than link resources of the network. Adapters are astomized mobile tods that
shoud be deployed on conrection nods to search and process data, espedaly if the

client and servers are nat cgpable of doing heavy data processng. In addition to CPU,
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memory and hard drive resources, monetary cost and lettery capadty (for wireless
networks) have dso become important factors of planning.

The two aorthogonal methods for of planning — adaptation and rerouting — have
their advantages and drawbacks. Rerouting planning can find the best path from a
sourceto adestination, bu this path may not be sufficient for a particular user applicaion
that requires at least a particular lever of QoS. The multi-fador routing tables [Choi99]
of networks may not be flexible and efficient enoughto serve dl possble gplicaion
requirements. The routing tables will be under permanent reconstruction in varying
network conditions, therefore relying on them is problematic. Additionaly, if all users
try to use the "resourcerichest" parts of networks, it will cause an owerloading of thase
aress. Thus, it may be beneficial to avoid the resource-richest part of the network as well
as the resource-poorest part. Adaptation danning fits an application data stream into a
network connedion, bu in some caes it can achieve much higher QoS using resource-
richer networks. Thus, it can be beneficial to use, in conjunction, bdh adaptation and
rerouting planning.  Using rerouting planning, we can get a path from a source to a
destination with the most critica properties improved, then apply adaptation gdanning as
presented in this dissertation to fit the data stream into the path. The tradeoff between
richer networks and adaptation will provide more flexibili ty to the planning processand
more space for massgve use of planning in networks.

Open network architectures can make possble another way of planning possble.
Instead of planning on kehalf of conredions (adaptation and rerouting), global planning

on kehalf of networks is possble. Systems that are cpable of automated network



configuration management began to appear rather recatly (see Nestor
[Konstantinou03). This kind d planning will study major trends and interests of users
behavior with resped to geography, time, a particular event, etc., and modify the network
condtions acordingly. For example, global planning can wisely locate multiple caches
before asporting event to fadlit ate user accessduring the event, or it can fairly reroute dl
traffic through aternative paths to avoid a massve workload on grticular parts of
networks. The global planning will be resporsible for the maintenance and eff ective use
of the whae-planet Internet with all potentia positive aad regative cnsequences of
globali zation. The necessty for global network planning is not strongly felt yet, but the
addition d hundeds of millions of new users into the Internet traffic may turn this
situation toward wider Internet regulation. Both planning approaches, network- and
conredionoriented must cooperate to achieve the best results. For example, global
planning will be defining a space where particular user applications will operate and
within which the cnredion-based adaptation and routing planning described in this
thesis will take place

The planning mechanism presented in this work can also be used by adaptation-
awvare gplicaions that are specificdly designed to benefit from open network
architedures and adive networks. In these gplicaions, we can exped that the user or
application designer may intrude more into the planning process than in legacy
applicaions. The user may suggest nat only what methods are more preferable for the
solution d the problem, bu also may suggest that specific adapters, services, and

planning algorithms be gplied to their data. This flexibility of the planning procedure
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will bring more mnstraints into the planning procedure's resource distribution, seaurity,
fault-tolerance, and accourting.

The distributed nature of the planning mechanism described in this work adds
more dimensions to the mmplexity of planning. Thus, resource distribution and seaurity
may require involvement of other services that observe network resources, seaurity of
networks, trustworthinessof network nodes and services (i.e., adapter storage sites, etc.),
and authentication mechanisms. These services may beamme bottlenecks for the multiple
network connedions, and their use may require extra aordination and preparation for the
conredion establi shment, sometimes even before the moment that the mnnedion occurs.
Thus, the planning process will contain a number of layers where aaptation danning
will be only one of many necessary planning procedures.

Planning has been largely unexplored in the aea of open network architectures.
This dissertation provides asizable first step in designing planners for the next generation

of open network architedures.
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