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Abstract   – End-to-end connections experience a high level of 
diversity in network characteristics.   At one extreme, an 
application may receive highly degraded service, leaving the 
application unusable.  At another extreme, the costs to 
guarantee some level of service may be undesirably high to the 
user or overall system.  Open architecture networks help 
applications push adaptation technology into the network and 
reduce the effects of poor network characteristics.  Automated 
planning is important for the services that are supported by the 
open architecture.  The remedies that modify an application’s 
data stream to adjust it to unfavorable network conditions 
should be located and ordered to provide good data transfer and 
network resources use. The search for good plans is a hard AI 
problem and requires additional research. 

 
Index Terms—adaptation, active networks, planning. 

I.  INTRODUCTION 

Some open architecture systems assume that applications 
must be written or re-written to take advantage of the new 
networking features they offer [3, 4, 7, 8].  Other open 
architecture systems seek to provide their benefits even to 
programs and data streams that are unaware of the new 
possibiliti es.  Some examples of the latter are protocol 
boosters [5], the Berkeley proxy system [2], and Conductor 
[9].  These application-unaware systems sometimes require 
explicit user or system administrator configuration, such as 
designating a proxy point, or pre-deploying various forms of 
adaptation modules.  However, this approach limits their 
utilit y, since they provide benefit only when some person is 
intelli gent and knowledgeable enough to foresee possible 
benefits and take appropriate action. Another approach is to 
automatically apply adaptations to data streams without 
explicit user intervention.  At a limited level, this approach is 
already taken by protocols such as TCP, which do not 
demand that human users or applications assist it in adjusting 
to congestion on the line.  In general, automatic application of 
adaptations requires intelli gent planning to ensure that proper, 
compatible adaptations are applied in appropriate places.  
This paper describes the problem in more detail and outlines 
some basic approach to a solution. 

In Section II we describe the problems of automated 
adaptation by open architecture systems.  Section III covers 
the Panda system, which provides support for applications 
that are unaware of the existence of the adaptation agent 
service.  Section IV describes principles of automated 
planning of adaptations and the plan optimization problem.  
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Section V outlines our plan for future work.  Section VI 
provides concluding remarks. 

II .  THE PROBLEMS OF AUTOMATED ADAPTATION 

If users are not directly involved in choosing and 
deploying the open architecture adaptations that a data flow 
needs, the system must automatically solve several problems.  

First, the system must understand the format of the data 
stream it seeks to improve well enough to take proper actions.  
In some cases, not only the data stream must be considered, 
but the application end points of the stream, the hardware 
devices at those endpoints, or even the wishes and needs of 
the users. 

Second, the system must detect problematic conditions 
reliably and quickly, so it can know what remedial actions to 
take.  It must also get some sense of the longer outlook for 
network conditions, at least for the li fe of the data flow. 

Third, the system must be able to apply multiple remedial 
actions to the same data stream.  The stream may encounter 
multiple problems at various points along the transmission 
path, and generally different actions will be required to solve 
those problems.  Applying multiple actions implies that the 
system must be able to determine if a set of actions are 
compatible.  The canonical example of incompatibilit y is to 
meet problems of security and inadequate bandwidth by first 
encrypting the data stream, then ineffectually compressing 
the encrypted version of the stream. 

Fourth, the system must be able to determine if the open 
architecture is willi ng and able to run all adaptations that the 
system proposes at the locations it chooses.  Some 
adaptations might not run properly on particular nodes.  Some 
nodes might be unwilli ng to run particular kinds of 
adaptations.  Perhaps some nodes limit the resources 
expendable on a single packet or entire data flow at that node.  
These constraints may cause a different set of adaptations to 
be performed, or may affect where adaptations are located. 

These last two problems require the system to be able to 
plan.  Given knowledge of what the data stream needs to do, 
what problems it faces, and what possible remedial actions 
are available, the adaptation system must create a plan of 
which actions to use, in which order, located at which 
adaptation points in the open architecture.  If there are many 
possible types of data streams, many possible types of 
problems, many possible remedial actions, many adaptation 
points available, and many constraints on what adaptations 
may be performed, creating such a plan can be challenging.  
Further, the plan must be created relatively quickly, since the 
data stream cannot be delayed indefinitely in search of the 
perfect plan.  Depending on the specifics of the data stream, 
between microseconds and very small numbers of seconds 
are available to plan the remedial strategy.  If the code 



implementing remedial actions is not ubiquitous, deployment 
costs must also be considered in planning. 

III .  PANDA 

We are investigating methods of automatically planning 
the choice and deployment of adaptations in open 
architectures.  We are working in the context of an 
application-unaware active network support system called 
Panda.  Panda automatically traps non-active data streams 
and converts them into streams of active packets.   Panda also 
creates plans for which active services should be performed 
at each active network node or switch along the path.  A 
Panda prototype has been used in our lab for over a year.  The 
planning capabiliti es of the original prototype were extremely 
primitive.  We are currently implementing an improved 
prototype that will offer better planning support. 

Active services in Panda are implemented as adapters that 
should be deployed according to a plan on nodes designated 
by the plan.  After the plan is activated the adapters modify 
all data packets arriving at the node.  Adapters increase the 
cost of the connection, using resources such as CPU cycles, 
storage, network controls, etc.  The deployment of adapters 
also requires extra time and network bandwidth.   

Two adapters may have different characteristics even if 
they do the same kind of adaptation for a data stream.  For 
example one adapter might compress a data stream by 
converting color images to black-and-white images; another 
adapter can achieve the same level of compression by 
reducing the resolution.  The choice of a particular adapter in 
this case depends on the requirements of the user for the data 
stream.   

The location of an adapter affects the characteristics of 
data stream.  It might be better to extend the number of links 
covered by some adapters.  For example, assume that some 
link requires the adapter that uses the Ziv Lempel technique 
for data compression.  Then locating as many links as 
possible between the nodes that run compression and 
decompression will i mprove overall communication because 
each link will benefit by forwarding compressed data, even if 
it has suff icient bandwidth.  At the same time it is undesirable 
to extend the effects of a forward error correction adapter on 
links that do not actually require extra reliabilit y because this 
adapter increases the amount of data that must be sent.   

Figure 1.  A Panda Node 

The Panda prototype consists of three basic components (Fig. 
1). The Panda Interception Component (PIC) traps messages 
sent by applications that do not use active networking 
capabiliti es. It examines such messages and gives those it 
thinks Panda can assist to the Panda Adaptation Component 
(PAC). The PAC is responsible for planning which adapters 
to use on behalf of a given data flow and deploying them at 
the proper locations in the network. The planning function of 
the PAC requires information about conditions in the 
network. The third Panda component, the Panda Observation 
Component (POC) provides this information. The POC 
observes network and node conditions and provides 
information to the PAC as required for planning. If conditions 
change drastically, the POC can signal the PAC, which may 
choose to abandon the existing plan and re-plan. 

Panda uses the ANTS Execution Environment [8] to 
provide basic active networks services. 

Panda must be deployed at any node where adapters are to 
be run. Panda planning requires information and cooperation 
from all Panda nodes traversed by a data flow. 
 

IV.  THOUGHTS ON PLANNING 

The basic problem in automatic planning is to find 
remedies to a given set of problems located at particular 
nodes or links in a data path.  Fig. 2 shows a simple example.  
Here, in a data path that traverses four links, the entire path 
lacks the security required for the data transmission.  Also, 
the second link does not have suff icient bandwidth for the 
transmission.  The third link is noisy.  The final li nk is subject 
to frequent bursty cross traff ic, which will t end to cause 
unacceptable jitter in the delivery of the data stream. 

 Fig. 3 shows how an open architecture system like Panda 
might handle the problem.  Adapters (indicated as boxes) are 
deployed at various locations.  Data encryption is performed 
end-to-end.  Since one of the links has insuff icient 
bandwidth, data sent across that link should be compressed; 
but because encryption is being done end-to-end, 
compression must also be done end-to-end, before the 
encryption is applied.  The system can attach error correction 
codes to the encrypted data crossing the noisy link, and can 
use active services (such as JRSVP [1]) to reserve bandwidth 
on the final li nk.  Other sets of adaptations and locations 
could be chosen, of course.  For example, bandwidth could be 
reserved end-to-end, as well , or the data could be decrypted 
on one side of the low bandwidth link, compressed, and re-
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encrypted before transmission, with reverse operations on the 
other side.  

The problem for the planner is to go from the set of 
problem conditions shown in Fig. 2 and a set of possible 
remedies to a feasible solution, such as the one shown in Fig. 
3.  

One simple solution is to precompute a set of reusable 
plans suitable for common circumstances.  If the situation 
seen in Fig. 2 happens frequently, someone can, in advance, 
devise a sensible plan for improving the situation and encode 
it in some format.  The planner need merely find a match for 
its observed problems from among the set of precomputed 
plans.  This solution has the advantage of requiring a very 
unsophisticated planning component, but the disadvantage of 
littl e flexibilit y.  It can only deal with specific sets of 
problems we foresee.  The basic idea can be extended to 
allow precomputed plans with slots to be fill ed in by the 
planner at runtime [6], or by allowing the planner some 
flexibilit y in where to locate adapters.  The more powerful 
the extensions, the greater the flexibilit y, but the greater the 
complexity of the planner. 

Looked at another way, finding a good plan is a searching 
problem.  Remedies solving particular problems must be 
found, they must be located on nodes that are properly 
positioned in the data stream and that offer suff icient 
resources.  There are a finite number of problems, a finite 
number of remedies, a finite number of potential remedy 
locations, and a finite number of constraints on what can be 
done at a given location for each flow.  The combination of 
these factors defines the space of all possible plans for each 
flow that can be calculated.  Feasible plans, the plans that can 
actually work for the connection, are an interesting subset.  
Some feasible plans are closer to optimal than the others in 
terms of the eff iciency of the data transfer and the resources 
needed to deploy and run the adaptations.   

One can imagine functions that define the value of certain 
solutions, based on whether they solve the problems faced 
and the costs they incur in doing so.  The evaluation function 
must calculate a certain numerical interpretation of all factors 
of network communication and adapter deployment, such as 
throughput.  Monetary cost of the use of the links in the 
connection is another important factor in the evaluation 
function.  The evaluation function must also take into account 
the execution resources of the nodes that run adaptations, as 

well as the cost of deploying adapter code.  A search 
algorithm could evaluate various possibiliti es to find the 
optimal solution, or at least a feasible solution that solves all 
problems at an acceptable cost.   

There is an obvious tension between providing optimal 
behavior for a single flow and providing overall optimal 
network behavior.  We do not presume to offer fresh insight 
on this problem, but suggest it can be limited by the 
commonly chosen means in active network research, limiting 
the resources devoted to a given flow network wide.  
Additional research in this area is ongoing in the active 
network community, and we will l everage this work. 

We consider the number of nodes that run the adaptations 
as an important factor of the search strategy.  The fewer the 
nodes running the adaptations, the smaller the solution space 
is, and the easier it is to find the optimal plan.  However, the 
set of the plans that are built on a smaller number of nodes 
may not contain feasible plans due to a lack of resources.  For 
instance, if only the endpoints are considered, a PDA at one 
endpoint may have insuff icient memory or CPU cycles to 
adapt a video stream in real-time.  Also, plans built on a 
limited number of nodes may not be feasible because they do 
not include a particular node required by an adapter.  For 
example, the adapter that provides an electronic signature 
must be applied exactly at the node whose electronic 
signature is needed.  If it is located at another node, it cannot 
provide the proper signature.  At the same time, if all nodes 
are to be considered some other strategy for reducing the 
search space is needed.  

Looking at the problem as an example of search suggests 
some solutions.  The most obvious is an exhaustive search.  If 
an evaluation function properly values the costs and benefits 
of applying various candidate solutions, exhaustive search 
will find the optimal solution.  If the number of candidate 
solutions is small enough, an exhaustive search is a fine 
method.  Consider, however, a data stream like that in Fig. 2 
that faces four problems, with 256 different adapters 
available.  Assuming one adapter is required to solve each 
problem, and a purely exhaustive approach to deciding which 
adapters to use, the system must examine over 4 billi on 
possibiliti es.  If the problem of adapter ordering is 
considered, or the problem of where to locate adapters is 
added, the possibiliti es grow. 

One quick way to limit the growth of the search space is to 
encode adapters with the problems they solve.  Instead of 
blindly trying all possible adapters for all possible problems, 
the planner can consider only adapters known to solve the 
particular problems being faced.  In the example above, if the 
256 adapters each solve a different problem, the only issues 
an exhaustive planner would face would be ordering the 
adapters and locating them on particular nodes.  For a small 
enough number of adaptation locations, the total number of 
possible solutions would be reasonable.  But if there are 25 
different data compressors, 12 encryptors, half a dozen error-
correcting encoders, and three or four reservation schemes, 
the number of possible solutions skyrockets.  Part of the 
promise of open architectures is that they will allow a 
proli feration of adapters that help data streams, so designing a 
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system suitable for only a small number of adapters seems 
short sighted. 

Non-exhaustive search strategies can start from an initial 
candidate solution and attempt to move towards a better 
solution.  One initial solution is to do nothing, with each 
search step being the addition or replacement or relocation of 
an already chosen adapter.  A different initial solution is to 
deploy some remedial adapter in the immediate vicinity of 
each problem.  Each search step would be to replace an 
adapter, move it to a different location, or merge it with 
similar adaptors deployed elsewhere (as, for example, 
merging two similar compression adaptors initially located on 
different links).  Another initial solution is to locate all 
required remedial adapters on the source and destination 
nodes, with each step relocating adapters to more appropriate 
locations.   

The amount of work done to find superior solutions must 
be limited by the amount of latency acceptable to the user.  If 
the planning process takes too long, simply sending unaltered 
data over an unassisted path may be better.  However, if one 
of the as-yet-undetected problems turns out to be insuff icient 
security, this decision could be disastrous. 

V.  FUTURE WORK 

A number of other issues remain to be addressed.  Most 
important, we must decide on a basic search strategy and 
define suitable cost functions to use for that search.  Once this 
step is taken, we can test the search system with various 
alternatives, starting with simple ones and progressing to 
more complicated cases.  When we are satisfied with the 
basic planning capabilit y, other problems can be addressed. 

Most open architectures work under the assumption that 
the underlying network is dynamic in various ways.  If the 
network conditions change suff iciently during the course of a 
data connection, the existing plan may be unhelpful, or even 
detrimental.  In such circumstances, the system should detect 
the problem and replan.  Replanning requires other 
capabiliti es, such as the abilit y to cleanly switch between one 
set of adaptations and another.  The abilit y to replan might 
suggest a strategy for plan creation in which an initial sub-
optimal plan is gradually refined into a better plan while the 
data flows.  If , however, the set of adapters used for a data 
flow changes very often during its li fe, the costs of ensuring 
synchronization between the different generations of plans 
can be high.  This suggests that flexibilit y may be another 
factor in evaluating a plan. 

Another interesting issue is planning for non-linear data 
streams, particularly multicasts.  In these cases, the needs of 
different receivers may conflict.  The planner must be able to 
consider tradeoffs between minimizing the number of 
adaptations performed (since each costs time and other 
resources) and providing each user with the best possible data 
stream. 

We intend to address these issues in future versions of 
Panda. 

VI.  CONCLUSION 

Panda is the example of an open architecture system that 
provides an adaptation service for end-to-end connections 
and automated planning for the selection and deployment of 
adaptations.  The planning process presumes that a search for 
a feasible plan in the space of all possible plans will succeed.  
The complexity of the search depends on the scale of the plan 
space.  We believe that in a practical system the plan space is 
very large making automated planning a hard artificial 
intelligence problem.  Our general strategy will be to start 
with a planning system that does well for relatively simple 
and obvious cases, using equally simple and obvious 
methods.  We will t est and refine our planning algorithms as 
we gain more experience with the system. 

Finding a feasible plan is limited by the temporal 
constraints of a real-time application.  Our work is focused on 
the methods of fast and eff icient plan space traversal for 
possible solutions.  We have outlined what we believe to be 
the key components and tradeoffs to the problem.  We are 
currently investigating which planning strategy best suits the 
open architecture we are working with and the kinds of 
problems we are interested in solving.  We will soon build a 
planner for use in the Panda prototype. 
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