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Abstract

Active Networks (ANs) are arelatively new techndogy for computer systems that
allows dynamic deployment of services. The Internet is an obvious area that would
benefit from fast deployment of protocols that would appropriately modify or reroute user
data streans. ANs are meant to use fast-growing computational resources of modern
computer systems as a relief for the resources of network communicaion channels with
their often-limited cgpadty. The balance between communicaion channel and exeaution
resources depends on wser application requirements and retwork condtions at the
moment of the communicaions. Complex network condtions in the cnjunction with
temporal constraints make aitomatic definition d necessary measures to improve the
communicaions highly desirable. Automatic planning of AN services shoud be an
important function d ANs.

We propcse here the gproach to the design of the planner for ANs. The
approach is focused on the overwhelming number of problems of adaptation ganning
such as feasibility and efficiency of a plan, extensibility and compaosability of
adaptations, and temporal limits. The planner automaticaly calculates properly ordered
sequences of adaptations that modify user data. The purpose of these modificationsis to
increase throughpu, reliabili ty, and safety of communicaion channels,

1. Introduction

Traditional data networks passvely transport bits from one end system to ancther.
The network is insensitive to the bits it caries and they are transferred between end
systems withou modificaion. The role of computation within such a network is
extremely limited, just header processng in padet-switched networks and signaling in
conredionoriented networks. However, more extensive use of computations, provided
by agents locaed in the network, can kring extra alvantages to communicaions. The

cdculations must use computational resources efficiently and trea transferred data



properly. The anourt of resources necessary for conrection can be expressed with

function F(links), where links is a number of links:

F (links) =ar|%ks Link, + Blmleode] , where Link; is link i resources, for example
I I
throughpu, latency, reliability, seaurity, etc.; Nodes is adaptation exeaution resources of
noce j, for example CPU cycles, memory, HD, etc.; and a and B are some wefficients.
The godl is to redistribute link and noae resources 3 that the following condtions were
satisfied:

Link; < Linkreshold;i, i=1,links;

Nodg < Noderesnoldj, J=1, links+1;

ResporseTime < ResporseTimenreshad, Where ResporseTime is a time of data
transfer, QoSis arequired quality of service and threshdd is a threshold value for each
kind d resource that is predefined by user appli cation and network.

The choiceof the mmputations shoud take into accourt both user appli cation and
network requirements to compose aproperly ordered set of adaptations for rerouting or
modificaion d a user data stream. AN techndogy alows networks to dynamically
deploy adaptations. ANs are samples of Open Architedures (OA), a broader field that
allows improvement of the service through local adjustment of adaptations. Below we
show anumber of cases when the network would benefit from thistechnd ogy.

Network technology and applications are changing rapidly, and existing protocols
may not operate well in new circumstances. There ae anumber of examples (transit
from IPv4 to IPv6, the rise of red-time and multicast communicaions using UDP, the
rise of applicaions that frequently open and close TCP conrections) that suffer from the
inability of traditional networks to deploy and proliferate new protocols rapidly. AN
techndogy would all ow fast and relatively painlesdy addition o new protocols.

Eadh link in a network may present a different level of bandwidth, latency, jitter,
reliabili ty, and seaurity. This level depends on the aurrent communication condtions of
the network. The data transmisson would be improved if it would be passble to adapt
the data stream of a particular application to the network condtions. For example, data
can be cmmpressed to med the requirements of reduced throughpu of a poar-quality link,

or data can be encrypted if seaurity of alink is compromised. ANs $houd compaose data-



modifying protocols that adjust the data strean to network condtions, keeping its
integrity and seaurity onthe gopropriate level.

Modern networks are daraderized by the high level of heterogeneity.
Conventional wired networks coexist with wireless networks, satellit e networks, etc. In
the future the level of network heterogeneity might even increase. A conrection that
traverses heterogeneous networks implies the mexistence of the number of
communicaion protocols within the same @nrection. ANs alow compasing a highly
customized protocol that would serve the aurrent connedion best.

Some user applicaions have extra requirements for data streams. For example,
paimtops have limited ability to receive and processimages of certain formats. These
applications may require speda treament of data stream on intermediate nodes, i.e.
conversion the data from the original format to the one that is the gpropriate for the
pamtop. ANs alow the automatic deployment of spedal format-converting protocols
serving the particular needs of that paimtop.

Automatic deployment of data-modifying protocols is the only way to serve the
neads of legacy applications, i.e. applications that were designed withou awareness of
AN services. Legacy applications, which are still im portant for the eisting market,
canna nat use the benefits of ANswithou spedal suppat. They are unable to recognize
locd communicaion condtions and therefore canna keep their services on the
appropriate level. Nor can they instruct the ANs on hawv to adjust to condtions. AN
tedindogy can automaticaly adjust the drcumstances aroundthese gplicaion to keg
the performance dowe the cetain threshold or degrade it gracefully. To achieve this
purpose ANs soud recognize their needs, dedde how to satisfy them, and deploy the
correspordent adaptations. Therefore, ANs $houd have accessto the information abou
network condtions, which legacy applications usually do nd have. The result of
planning by ANs is a sequence of adaptations that shoud be gplied to a data stream.
The sequence of adaptations must preserve the integrity and seaurity of data. That is
achieved by the proper seledion d adaptations and their ordering.

Planning is important tool of ANs that guarantees the consistency of adaptations
and augments their efficiency. Efficiency becomes an issie because the exeaution d

adaptations requires computing resources of intermediate nodes, which can be limited,



and increases the latency of data delivery. Unnecessary repetition d a particular
adaptation as well as improper locaion d adaptations is highly undesirable. For
example, asaume that we have a @nnedion that consists of more than 2 links. Asaume
that two links of the conredion are poa and require data wmpresson. It would be a
poa ideato compressthe data twice, once on each o the poar links. The data shoud be
compressed once, before the first poar link and decompressed once, after the second par
link. Thiswill save exeaution resources of intermediate nodes and save the time on ore
compresson. Automated planning isintended to solve this problem.

The rest of document is organized as following: Sedion 2 contains related work.
Sedion 3contains the description o problems of automated planning. Section 4contains
the description o our approach to the design of automated planning including
measurements and benchmarks. Sedion 5 contains the schedule of our future work on
the implementation d the planner. Sedion 6 concludes the document.

2. Related work

In this section we will present anumber of papers that indicate the aurrent state of
the research onOpen Architedures (OA), ANs, and danning.

Active networks [Tennenhowse96] alow their users to injed customized
programs into the nodes of the network. [Wetherall99] presents ANTS, a Java-based
todlkit for constructing adive networks. The transfer of adaptation code and the transfer
of data are wupded in ANTS as an in-band function. ANTS limits the distribution d
code to where it is needed, while alapting to node and conrectivity failures. It improves
startup performance and fadlit ates short-lived protocols by overlapping code distribution
with exeaution. It allows customized processng to be expressd at a better granularity.
The aaptation code will wait in a node cade for al subsequent data padkets. ANTS
presumes that applicaions are written spedfically to use it. Legacy applicaion padkets
will betreaed as normal |P padkets withou adive network service.

[Hicks99] is another example of an adive network, SwitchWare. The
SwitchWare adive network architedure uses three layers: adive packets, which contain
mobile programs that replace traditional padkets, adive etensions, which provide

services on retwork elements, and which can be dynamicdly loaded; and a seaure adive



network adive router infrastructure, which forms a high integrity base uponwhich the
seaurity of the other layers depends. This scurity depends on integrity chedking,
cryptography, and \erificaion techniques from programming languages. The aithors of
the achitecture dso designed a specia language named PLAN for protocol design.
Again, the basic system assumes applications explicitly invoke its rvices.

[Merigu99 presents an adive network comprised of the CANEs exeaution
environment and Bowman NodeOS. Bowman is constructed by layering active network
Services on an existing operating system. The hast operating system provides low level
medhanisms; Bowman provides a dannel communication abstradion, an aflow
computation abstradion and a state-store memory abstradion, along with an extension
mechanism to enrich the functionality. The CANE exeaution environment provides a
composition framework for active services based on customizing a generic underlying
program by injeding code to runin spedfic points called slots. Again, appli caions must
explicitly invoke CANES services.

[Noble97] presents Odyssey, applicaionaware alaptation as a ollaborative
partnership between operating system and applications. Odessey incorporates type-
awarenessfor a data strean via spedalized code comporents cdled wardens. To fully
suppat a new data type, an appropriate warden has to be written and incorporated into
Odyssey at each client. The wardens are subardinate to a type-independent comporent
cdled the viceroy, which isresporsible for a centrali zed resource management.

[Joseph9q presents the Rover todlkit, which combines relocaable dynamic
objeds and queued remote procedure call s to provide services for mobile gplications. A
relocatable dynamic objed is an ohjed with a well-defined interface that can be
dynamically loaded into a dient computer from a server computer to reduce dient/server
communicaion requirements. Queued remote procedure cdl isa coommunication system
that permits applicaions to continue to make nonblocking remote procedure cdl
requests even when a host is disconneded, with requests and resporses being exchanged
upon retwork reconnection.

The exeaution environments of ANTS, SwitchWare, and CANES, the viceroy of

Odyssey, and the gplications that are designed using Rover kit do nd contain a planner



as a tod that seleds and orders their services as an integral part. Users must perform
their own planning, typically at applicaion design time.

Other open architecture systems seek to provide their benefits to programs and
data streans that are unaware of the new paosshilities. These gplicaion-unaware
systems ometimes require explicit user or system administrator configuration, such as
designating a proxy point, or pre-deploying various forms of adaptation modues.
However, this approach limits their utility, since they provide benefit only when some
person is intelligent and knowvledgeable enough to foresee possble benefits and take
appropriate adion. Ancther approach is to automaticaly apply adaptations to data
streams withou explicit user intervention. At a limited level, this approad is arealy
taken by protocols sich as TCP, which does not demand that human users or applications
assst it in adjusting to congestion onthe line.

Protocol bocsters [Mall et97] are software or hardware modues that transparently
improve protocol performance. The boaoster can reside anywhere in the network or end
systems, and may operate independently, or in cooperation with ather protocol boasters.
Implementation d bocsters requires dynamic insertion d protocol elements into a
protocol graph. In pradice, protocol graphs are implemented as exeautable modues that
cooperate via messages or shared state. Booster suppat requires inserting and removing
the booster’ s function from the exeaution peth followed for a group of packets handed by
the protocol. As applicaions do nd neal to invoke protocol boosters explicitly,
applicaions can be unaware of system services.

The Berkeley proxy system [Fox97] offers on-demand dstill ation that both
increases quality of service for a dient and reduces end-to-end latency perceved by the
client. The system consists of three main comporents. First, the proxy is a @ntroller
processlocaed logicdly between the dient and the server. In a heterogeneous network
environment, the proxy shoud be placed near the bourdary between strong and weak
conredivity, e.g., at the base station d the wirelessmobhil e network. The proxy’sroleis
to retrieve cntent from Internet servers on the dient’s behalf, determine the high-level
types of the various components (e.g., images, text runs), and determine which
distill ation engines must be enployed. Seand, ditatype-specific digtill ers are longlived

processs that are ntrolled by proxies and perform ditill ation and refinement on kehalf



of one or more dients. Third, the network conrection monitor, which determines and
handes the daracteristics of the dient’s network conredion. Three methods can be
used for this purpose: user preferences, network profil e, and automatically-tracked values
of effedive bandwidth, roundrip latency, and probability of packet error. The ;latter
method, as the most complicaed, was nat implemented yet. Applicaions do nd neel
invoke proxy services to benefit from them.

[Liuljeberg96] presents a set of enhanced services supporting the WWW,
implemented as the Mowgli Agent, Mowgli Proxy, and Mowgli Data Channel Service
The most important feaures of Mowgli i nclude more dficient protocols over the wireless
medium, intelligent reduction d transmitted data, background transfers reducing the
burstinessof traffic, and dsconrected-mode suppat in the form of versatil e user control
over caching and cellular call setup. Mowgli provides threeprimary ways to reduce the
transfer volume over the wireless link: data compresgon, caching, and intelli gent
filtering. Mowgli serves only WWW conredions, which reduces the variety of services
that are necessary to suppat the ommunicaion. A relatively small set of pre-computed
plans will easily cover al necessary cases.

Conduwtor [Yarvis9Q9A] and [Yarvis99B] demonstrates an approach toward
seleding an appropriate set of adaptive agents and a plan for their deployment.
Conduwtor alows arbitrary adaptations to be performed along the data path withou
reducing the reliability of the overal system. It includes a framework and a set of
protocols for deploying adapter modues into anetwork. Conductor isfully transparent to
applications, allowing easy addition o new applicaions and new network techndogies.
Conduwtor employs a unique reliability medhanism that allows a data stean to be
arbitrarily adapted at multiple points, withou compromising reliability [YarvisOQ].
Conductor provides a centralized planning procedure that is run at the destination pant of
the conredion wsing planning information ona fixed set of parameters for each link and
node, user requirements ecified in terms of link parameters and deta charaderistics, and
the meta-descriptor and location d all avail able adapter modues. Although Conductor is
able to plug in avariety of plan formulation algorithms, it currently employs a relatively
cheg and simple planning algorithm that covers just simple cases, mostly because of an

insufficient suppdy of well-developed panners.



Planner design for OA remains a barely explored area. Meanwhile, planningis a
well known areain Artificial Intelligence and Operational Research.

[Dean94], [Nilson9W], and [Russ=195] discuss different search strategies. The
simplest way to buld a planner is to cast the planning problem as seach through the
spaceof world states. Each noce onthe graph o possble states denotes some state of the
world, and arcs conned worlds that can be reached by exeauting a single action. Partial
order planning is the improvement of this search approach. In partial order planning, in
the graph that describes the plan space nades represent partially ordered plans and edges
denote plan refinement operations. Partial order planning as a refinement seach within a
solution dan spaceis presented in [Weld94], [Kamphampati 94A ,B], and [1hrig96)].

While dasgcd planning has driven the mgjority of research in planning, more
recently considerable dtention hes also been paid to planning in environments that are
stochastic, dynamic and partiadly observablee To hande partially observable
environments, information gathering is made part of the planning adivity, and the
classcd planning techniques are extended to allow interleaving of planning and
scheduling. Similarly, stochastic environments are modeled through Markov Decision
Processes (MDP), and danning in such environments involves of constructing palicies
for the correspondng MDPs. [Kaebling95] and [HauskredhtOQ] present techniques from
operations reseach to bear on the problem of choosing optima actions in partialy
observable stochastic domains. They introduce the theory of Markov dedsion processes
(MDP) and partially observable MDPs (POMDP).

[Ling97] and [Bretthauer95] present a planning approach based on Constrained
Resource Planning (CRP), which is a powerful tod for solving planning and scheduling
problems using resource management focus. For example, in [Bretthauer99 a
manufaduring system is modeled as an open network of queues and an optimization
framework for cgpacity planning over a multi-period danning horizon is presented. The
dedsion variables are the service rates (capadty) at each workstationin each time period.
Capadty can be mntrolled at awork stations via the number of machines, modernizing or
updating equipment, additional maintenance, the number of workers, the number of
shifts, the use of the overtime, etc. The mode invaolves the minimization o capadty

expansion costs or the sum of product lead times to budget constraints on cgpacity costs.



[Gero9], [Jo98], and [East99] describe the goplicaion d genetic engineaing
based extensions to genetic dgorithms for the layout planning problem. Genetic
algorithms (GAs) are search methods inspired by natural genetics. The basic ideais
founced on ratural adaptive systems, where organisms evolve through generations to
adapt themselves to given environment. Recent work on genetic dgorithms has
demonstrated their successin solving optimization problems, showing their simple but
powerful search cgpability. Based on the alvantage of GAs, genetic evolutionary
concepts have been applied to the space layout planning and have shown promising
results. GA approach was further developed in [Zhou97. Evolutionary Computation
(EC), developed on the base of GA, adops natural coding such as float point or
permutation returally to represent the red- world problems and evolves them towards the
optimal solution combined with the genetic operations. This approach was widely and
succesdully applied in avariety of research areas.

A somewhat different vision d the problem is presented in [Kelly88]. This paper
considers the question hav cals $oud be routed or cgpacity alocaed in a circuit-
switched network so as to optimize the performance of the network, using a simplified
analyticd model of a drcuit-switched retwork. It is down that there exist implicit
shadow prices asociated with ead route and with eadch link of the network, and that the
equations defining these prices have aloca or decentralized character. The paper
ill ustrates how these results can be used as the basis for a decentrali zed adaptive routing
scheme, resporsive to changes in the demands placed onthe network.

We dhose apartialy ordered plan approach for our research, because it can be
eaily implemented and Letter fits the @nstraints and limits of planning for Active

Network connedions.

3. Problemsin Planning

Planning consists of an action seledion phase where actions are seleded and
ordered to reach the desired goals and a resource dlocaion plese where enough
resources are assgned to ensure the successul exeaution d the dhosen actions. An OA
plan is a set of instructions to the nodes participating in a onredion d what adaptation

to use and in which order with resped to avail able node resources. The calculation d a



plan depends on many fadors and is computationally complex. We will consider the

most criticd problems below.

3.1 Temporal factor

Red-time goplicaions require very fast connedion establi shment, so the planning
procedure must run with very strict temporal constraints. The plan must be aeded
relatively quickly, since the data stream canna be delayed indefinitely in search o the
perfect plan. Depending onthe specifics of the data stream, between microseconds and
very small numbers of seconds are available to pan the remedial strategy. If the code
implementing remedial adions is naot ubiquitous, deployment costs must aso be
considered in planning.

The shorter conredion life is, the faster the planning process must be. The
temporal limits put additional constraint on existing danning approaces to satisfy on-
line planning. A plan space of possble solutions for a particular conredion can be very
big, bu the duration d the search within that space shoud fit the boundxries of
communication-establi shment time limits. The search shoud rely on some heuristics that
are ale to optimize for the most common cases. Using these heuristics smplifies the
seach, bu at the same time it can cause the loss of good pans, which leads to poaer
plans than with an exhaustive seach. On-line heuristic planning presumes a posshility
that a solution might not be found, in which case the @mnredion canna satisfy the
requirements of quality of service or fails. This probability of afailure must be below the
threshold of acceptable risk.

This temporal constraint plays the role of a global limit to the plan caculation
process If no feasible plan was caculated within temporal limit it means that planning
process failed, aherwise the best found feasible plan must be returned even if much
better plans might not have been evauated yet. In case of a very strict temporal
constraint the whole planning processcan be stopped and an incompletely calculated pan
returned as the only possble global plan. For a sufficiently long communication sesson,
a deap and inefficient preliminary plan can be calculated and deployed and the data
transfer started. The seach for a better global plan can continue in badkground,and an

optimized global plan can be deployed later.
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3.2The mnsistency of adaptations

The system must sufficiently understand the format of the data strean that it
intends to improve to take proper adions. In some caes, na only the format of the data
stream must be mnsidered, bu also application end-points, hardware devices at those
endpants, and even wishes and reeds of users. Certain adaptations are format aware,
e.g. ddtillers, adaptations that modify the adual content of user data. For example, a
colored image in format IMG must be transferred from node A to noce B through an
extremely poa link. Unfortunately, ou distill er can understand oy JPEG format. Then
the planner shoud apply IMG-JPEG converter first, then apply the distill er, and convert
the data to the original format using JPEG-IMG converter. The planner shoud be ale to
make dl the analysis of data format consistency and format conversion whenever

necessary.

3.3Theordering o adapters

The system must be ale to apply multiple remedial adions to the same data
strean. The strean may encourter multiple problems at various points along the
transmisson peth, and ceneraly different actions will be required to solve those
problems. Applying multiple adions implies that the system must be &leto determine if
a set of actions are compatible. The canorical example of incompatibility is to med
problems of seaurity and inadequate bandwidth by first encrypting the data stream, then
ineffectually compressng the encrypted version d the stream. The difference between
this case and the cae of the data format consistency is in this latter case there is no
conflict of data formats. Compresson can be crrectly applied to encrypted data, it
simply fails to adiieve its goals. The only problem is ineffediveness in using the
adaptations in ore order and effedivenessin using them in oppaite order. It presumes a
catain extension d the nation “format” that expresses the “compressbility” of data. As
compresshility of data decreases sgnificantly after encryption, which makes the later
compresgon wseless the planner shodd make the dedsion to pu the compressng
adaptation bkefore excryption. The mpresdng adaptation also reduces the
compresshility of data, bu the encryptor is indifferent to this asped of data format,
unlike the compressng adaptation, and will perform efficiently. The development of

these aspects of data format is very important for planning. As these parameters may
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change and increase in quantity frequently, the planner shoud be independent of them as
much as possble.

3.4 The dficiency of the plan

It isimportant to save exeaution paver of network nodes and links. Adaptations
shoud be gplied in the most efficient way, i.e. withou repetitions, minimizing the use of
noce and link resources. For example, we have aconrection that consists of threenodes
A, B, and C, conneded with two links AB and BC. Asaume that link AB requires two-
fold compresson d data, and link BC requires 4-fold compresson d data (see Fig. 1).
The optimal plan shodd apply compresson orly once a node A with 4fold

compresgon, which will satisfy the requirements for all li nks.

2-fold 4-fold
compression compression

Fig.1: 2-fold and 4-fold data compression

Another way to increase the efficiency of adaptations would be extending the
eff ects of an adaptation that reduces the anourt of resources needed for the conrection.
For example, a peea-to-peer connedion consists of a number of nodes and links that
conred them. One of the intermediate links requires compresson d the data. The
whoe network will benefit if the cmpresson will be run on the source and
deammpresson on the destination d this connedion, kecause of the totaly reduced
amount of datatransferred. The problem is that the system must be &le to determine if
the open architedure is willi ng and able to run all adaptations that the system proposes at
the locaions it chooses. Some alaptations might nat run properly on particular noces.
Some nodes might be unwilli ng to run particular kinds of adaptations. Perhaps sme
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nodes limit the resources expendable on a single packet or entire data flow at that node.
These mnstraints may cause adifferent set of adaptations to be performed, a may affed
where adaptations are located.

Optimizaion d a plan presumes an extensive search in the space of possble
plans. The plan that demonstrates the best use of network communicaion and
exeautional resources must also be deployable. A plan that is deployable is cdled
feasible. Aswe have shown in the previous example, the best locaion d a compresson
adaptation would be the end pants of the wnnedion. But the plan might not be feasible
if the endpdnts of the mnnedion are unable to deploy the alaptation becaise of
insufficient resources, lack of access to the chosen adapters, etc. The @sts of the
deployment of aplan can be ancther fadtor of optimization.

The planner aso shoud take into accourt the fact each adaptation applied to a
data strean adds delay to that stream. Even if every adaptation alone does not trespass
the threshold of latency of data transfer, all together they can make the latency
unaaceptably long. The planner shoud try further compresson d the transferred data,
choaose lesstime-consumptive alaptations, run adaptations on more powerful servers, etc.

Optimizaion d the plan is an important function d the planner, which aso
shoud be @leto find afeasible plan within the limited temporal interval.

3.5 The etensibility of the system

Extensibility of planning is a very serious problem for the planning system. New
transformations, data formats, and constraints that are unknown today can appea in the
future. The neeal to hande bath existing network problems and problems that will be
discovered in the future will produce a significant number of different adaptations,
written by many parties. The design of the planner and adaptations roud presume some
common interface, well understood by both sides. Creaing or using a plan requires
knowledge of the available alapters. The planner shoud know their names, locations,
and hav to use them. The planner shoud dstinguish the versions and spedfics of
adapters. The planner shoud knaw the anourt of resources that thase alapters require.

If the compatibility of the planner and adaptations that exist already or will be
creaed in future is lost, the whole idea of planning in OA will be seriously shaken. The
only way of planning would be to accompany eat planner with its own libraries of
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adapters. It would make life of a planner designer a lot easier, bu we believe that in

pradicethe aapters and danner will be maintained independently.

3.6  Other problems

The separate maintenance of the planner and adapters immediately raises more
problems of adaptation composability in addition to the described in previous dions
[Zegura9§].

Errors can ocaur during the process of planning, deployment or runnng the
adaptations. The planner shoud be &le do error handling to preserve the safety of data
and re-run the planning processto crede aror-freeplans.

The composition d adapters raises also seaurity issies. Some alapters will
require that the user be authorized to exeaute the alapter. In some cases the process of
planning will require that the designer of the alapter be trusted. The discovery of the
resources necessary for the deployment of the plan may be the subjed to seaurity-based
aaessconstraints.

The use of some alapters will need to be monitored for accourting purposes.

We ae not planning to hande these iswes; they can be aldressed to planner

designersin future.

4, The approach to planning for OA

Our goal is to implement a planning procedure for peer-to-peer communicaions.
We ae working in the context of an applicaion-unaware adive network suppat system
cdled Panda. However, the planner could be gplied to ather OA systems, e.g.
Conduwctor. This work is focused on automated planning aspects of active network
services. Below we give the description d the environment where the planner shoud be
implemented and ou approach to the solution d the planning problem for peer-to-peer

conredions.
4.1  Thedescription of our environment

Active networks [Tennenhowse96] represent a new approach to network

architedure that incorporates interposed computation. These networks are “adive” in
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two ways: routers and switches within the network can perform computations on user
data flowing through them; furthermore, users can “program” the network, by supdying
their own programs to perform these computations. Active networks alow users to
deploy new services by tailoring comporents of the shared infrastructure to suit their
requirements. Active tedhndogies have been emerging in the fields of operating systems
and programming languages for some years: PostScript, Safe-Tcl, x-kernel, etc.

The achitedure of an active network noce mnsists of three basic comporents:
The Node OS that suppats communicaion channels; the exeaution environment (EE)
that exports an API or virtual machine that users can program and control and provides
an interface through which end-to-end retwork services can be accessed; and the agent
that performs user applicaion message handing. The message creaed by the sending
applicaion goes to the Node OS, which determines which of several EEs $ioud hande
the message, or diredly to EE as for example in ANTS. The EE in turn may chocse to
seled an agent or other pieceof code to hande the message. Once the agent completes
the handling, the EE cdls the Node OS to request actual physicd transmisson along
some network link. Intermediate nodes can adapt the message via locd agents. At the
destination nodk, after the EE and agent have dore their work, instead of requesting
further transmisson, the EE requests the delivery of the message to the destination
objed.

ANTS is an EE for an adive node transfer system distributed as a Java-based
todkit for constructing an adive network and its applications. We use ANTS as a base
for our research. It provides a programming model that allows ome kinds of protocol
processng to be expressed, a ade distribution system for loading new protocols into the
network, and nade runtime for exeauting them. ANTS is intended to suppat novel
network services for routing, cading, transcoding, combining, filtering, regulating, and
otherwise processng padkets within network itself. This includes the notion d
“application-specific” protocols where portions of the gplicaion pocessng are
“pushed” into strategic nodes of the network. ANTS design is guided by three goals:

1) the nodes of the network shoud suppat a variety of different network

protocols being used simultaneously,
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2) new protocols $oud be suppated by mutual agreement among interested
parties, rather than requiring centrali zed registration d agreament between parties

3) new protocols soud be deployed dynamicdly and withou the need to
take portions of the network “off-line”.

The combination d a padet and its forwarding routine is cdled a “capsule”; the
forwarding routine is exeauted at every active node the casule visits while in the
network. The forwarding routine can be cached onadive nodes and ke exeauted for a
particular data stream. The design of ANTS presumes that applications that use ANTS
must be avare of it.

Panda [Reiher00] provides an applicdionunaware active network. Panda
automaticdly traps nonactive data streans and converts them into streams of adive
padkets. Panda dso creates plans for which active services soud be performed at each
adive network node or switch along the path. A Panda prototype has been used in ou
lab for over a year. The planning capabiliti es of the original prototype were extremely
primitive. We ae airrently implementing an improved prototype that will offer better
planning suppat. Pandacurrently works with the ANTS EE.

Active services in Panda are implemented as adapters that shoud be deployed
acording to a plan on nods designated by the plan. After the plan is adivated the
adapters modify all data packets arriving at the node. Adapters increase the st of the
conredion, wing resources such as CPU cycles, storage, network controls, etc. The
deployment of adapters also requires extra time and network bandwidth. Two adapters
may have different charaderistics even if they do the same kind o adaptation for a data
stream. For example, ore adapter might compress a data strean by converting color
images to badk-and-white images; ancther adapter can achieve the same level of
compresson by reducing the resolution. The choice of a particular adapter in this case
depends on the requirements of the user for the data stream. The locaion o an adapter
affects the tharacteristics of data strean. It is more profitable to extend the number of
links covered by some alapters. For example, assume that some link requires an adapter
that uses the Ziv Lempel technique for data compresson. Then locating compresson and
decompresson components as far from each aher as possble will i mprove overall
communicaion kecause each link will benefit by forwarding compressed data, even if it
has sufficient bandwidth. At the same time it is undesirable to extend the effects of a
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forward error correction adapter on links that do nd adually require extra reliability,
because this adapter increases the anourt of datathat must be sent.

The Panda prototype acnsists of three basic comporents (seeFig. 2. The Panda
Interception Comporent (PIC) traps messages sent by applicaions that do nd use active
networking cgpabiliti es. It examines such messages and gves those it thinks Panda can
assst to the Panda Adaptation Comporent (PAC). The PAC is resporsible for planning
which adapters to use on kehalf of a given data flow and deploying them at the proper
locations in the network. The planning function o the PAC requires information abou
condtions in the network. The third Panda cmporent, the Panda Observation
Comporent (POC) provides this information. The POC observes network and nale
condtions and provides information to the PAC as required for planning. If condtions
change drasticdly, the POC can signal the PAC, which may chocse to abandon the
existing dan and re-plan. Panda must be deployed at any nade where alapters are to be
run. Panda planning requires information and cooperation from all Panda nodes traversed
by adata flow.

POC

PAC

ANTS
PIC

Fos

Fig. 2 A PANDA-enabled node

—>

4.2  Planning

In Section 3 we defined a plan as the instruction to the nodes participating in a
conredion d which adaptationto use andin which order. The basic problem of planning
isto find remedies to a given set of problems located at particular nodes or links in data
path.
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4.2.1 Basic approachesto planning

One simple solution is to precompute a set of reusable plans siitable for common
circumstances. The planner need merely find a match for its observed problems from
among the set of precomputed plans. This lution hes the advantage of requiring a very
unsophisticated planning comporent, bu the disadvantage of littl e flexibility. It can orly
ded with spedfic sets of problems we foresee The basic ideacan be extended to alow
precomputed plans with slots to be filled in by the planner at runtime [Merigu9g, or by
allowing the planner some flexibility in where to locae alapters. The more powerful the
extensions, the greater the flexibility, but the greaer the mmplexity of the planner.

Looked at another way, finding a good pan is a searching problem. Remedies lving
particular problems must be found,and they must be located on noes that are properly
positioned in the data stream and that offer sufficient resources. There ae afinite
number of problems, a finite number of remedies, a finite number of potentia remedy
locations, and a finite number of constraints on what can be dore & a given location for
ead flow. The mmbination d these fadors defines the space of al paossble plans for
eat flow that can be calculated. Feasible plans, the plans that can be deployed and
adualy fix all connedion problems, are an interesting subset. Some feasible plans are
closer to ogimal than the others in terms of the dficiency of the data transfer and the
resources needed to deploy and run the adaptations.

One can imagine functions that define the value of certain solutions, based on
whether they solve the problems facel and the @sts they incur in ddng so. The
evaluation function must cdculate acetain numerica interpretation d all fadors of
network communicaion and adapter deployment, such as throughpd. Monetary cost of
the use of the links in the cnrection is ancother important fador in the evaluation
function. The evaluation function must also take into accourt the exeaution resources of
the nodes that run adaptations, as well as the st of deploying adapter code. A seach
algorithm could evaluate various possibiliti es to find the optimal solution, a at least a
feasible solution that solves all problems at an aceptable @st.

There is an obvious tension between providing ogimal behavior for asingle flow
and poviding owral optimal network behavior. We do nd presume to offer fresh
insight on this problem, bu suggest it can be limited by the mmmonly chosen means in
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adive network reseach, limiting the resources devoted to a given flow network wide.
Additional research in this areais ongdng in the adive network community, and we will
leverage this work.

We onsider the number of nodes that run the aaptations as an important factor
of the search strategy. The fewer the nodes running the alaptations, the smaller the
solution space ad the easier it is to find the optimal plan. However, the set of the plans
that are built on a smaller number of nodes might not contain feasible plans due to a lack
of resources. For instance, if only the endpants are considered, a PDA at one endpdnt
may have insufficient memory or CPU cycles to adapt a video stream in red-time. Also,
plans built on a limited number of nodes might naot be feasible because they do nd
include aparticular nocde required by an adapter. For example, the adapter that provides
an dgital signature must be gplied exadly at the node whose digital signature is needed
and canna be replaced by somebody else’s sgnature. At the same time, if al nodes are
to be considered some other strategy for reducing the search spaceis needed.

Looking at the problem as an example of search suggests some solutions. The
most obvious is an exhaustive search. If an evaluation function properly values the asts
and benefits of applying various candidate solutions, exhaustive search will find the
optimal solution. If the number of candidate solutionsis snall enough,exhaustive search
is a fine method. Consider, however, a data stream that faces four problems, with 256
different adapters available. Asauming ore aapter is required to solve each problem,
and a purely exhaustive goproach to dedding which adapters to use, the system must
examine over 4 hillion passibilities. If the problem of adapter ordering is considered, or
the problem of where to locate adaptersis added, the posshbiliti es grow.

One quick way to limit the growth of the search space is to encode adapters with
the problems they solve. Instead of blindy trying all possble alapters for al possble
problems, the planner can consider only adapters known to solve the particular problems
being faced. In the example @ove, if the 256 adapters each solve adifferent problem,
the only iswues an exhaustive planner would face would be ordering the alapters and
locaing them on particular nodes. For a small enough nunber of adaptation locaions,
the total number of posdble solutions would be reasonable. But if there ae 25 dfferent
data ompressors, 12 encryptors, half a dozen error-correcting encoders, and threeor four
reservation schemes, the number of passble solutions kyrockets. Part of the promise of
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open architedures is that they will alow a proliferation o adapters that help data
streams, so designing a system suitable for only a small number of adapters seems dort
sighted.

Non-exhaustive seach strategies can start from an initial candidate solution and
attempt to move towards a better solution. One initial solutionisto do ndhing, with eat
seach step being the aldition a replacement or relocaion d an alrealy chosen adapter.
A different initial solution is to deploy some remedial adapter in the immediate vicinity
of each problem. Each search step would be to replace an adapter or move it to a
different location. Ancther initial solution is to locate dl required remedial adapters on
the source and cestination nods, with each step relocaing adapters to more gpropriate
locaions. The amourt of work done to find superior solutions must be limited by the
amourt of latency acceptable to the user. If the planning processtakes too long, smply
sending ureltered data over an uresdsted path may be better. However, if one of the &
yet-undetected problems turns out to be insufficient seaurity, this dedsion could be
disastrous.

4.2.2 Local, centralized, and distributed planning

We distinguish three kinds of planning: centralized, locd, and dstributed.
Centralized planning is based onthe planning information for all li nks and nodes of the
conredion. It runs at one node and produces a complete global plan for the whoe
conredion. Local planning runs on each noce of the anrection and credes a plan just
for two neighbaing nodes and the link between them. Distributed planning runs on a
number of nodes that participate in the mnnedion. After some period d negotiation the
nodes producethe global plan for the conrection.

As we saw, the search through the plan space ca be atime-consuming operation
that due to the time limits of the planning might be unsuccesdul. This is the main
disadvantage of centralized planning. However, the space of the seach can be
sufficiently reduced if a plan would be calculated locdly, just for the link where the
problem occurs. The nsecutive caculation o locd plans for eadh neighbaing pair
nodes of the cnnedion will produce an incremental plan. Local planning is relatively
fast asit consists of trivial plan-per-link pans. Incremental planning presumes that each

noce that participates the mmmunicaion sesson buldsits own locd plan being aware of
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up-stream planning data and the plans built by up-stream nodes. Nodes canna change
any dedsions made upstream.

The main dsadvantage of incremental planning is the inefficiency of the overall
plan. For example, our communication consists of source node A, destination noc C,
and intermediate node B (see Fig. 3). Asame that the user application reals a
throughpu of 10Mbps. Link A-B has gare throughpu of 5Mbps, and link A-B has
throughpu of 2.5Mbps. A must reduce the user data stream by half, from 10Mbps to
5Mbps. It builds the @rrespondng plan and deploys the adapter that compresses user
data by half. B obtains planning data from up-stream. It knows that the user desires
10Mbps, bu the A-B link can supdy only half of the necessary throughpu. B deploys
the aapter that decompresses data badk to 10Mbps. Then B deploys a compressor that
reduces the data by threequarters. C deploys the alapter that will decompressdata badk
to 1Mbps. As we see the data was compressed and decompressed twice instead of
using only one 4-fold compresson on A and me 4-fold decompresson on C.
Incremental planning produced a highly inefficient planning solution. Only a global
planning protocol, centralized or distributed, can ndice this kind d inefficiency and
instruct A and C to runthe corred compresson.

2-fold 4-fold
compresson compresson
) (A > ——Cc P
4-fold
compresson

o

Fig. 3: a) inefficient plan b) efficient plan
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Combining both incremental and centralized planning can give the alvantages of
both approaches. A communicaion can use a1 incremental plan first, which can be
deployed relatively fast, and then switch to a centralized plan whenever it is cadculated
and deployed. The @st isthat the system must suppat clean switching between plans.

Distributed planning can be implemented using sophsticaed negotiating
protocols between the planners that participate in the cnredion. Like most distributed
solutions, it is more cmplex than a centrali zed solution. It goes beyondthe scope of this

work.

4.2.3 Planning information gathering and storing

We can presume that any active network node wlleds and stores planning data
abou its neighbars and adjacent links. Any locd plan can be exeauted withou a speaal
planning information ggthering procedure.  The drcumstances are different for
centralized planning, which must colled planning information abou al nodes and links
that participate in the wnnedion. The process of planning data gathering shoud occur
ontline, duing the handshaking phase, before the nrection is established. The first
noce that obtains planning data for the whole peer-to-pea conrection is the destination
node. We believe that the centralized planning process $ioud be runas onas possble,
and therefore the destination nocdk is the most appropriate place for it. After the
centralized plan is cdculated it shoud be distributed among other active nodes that
participate in the connedion.

4.3 Thestepsof the planning

Based on arr anaysis, we will combine incremental and centralized planning.
These ae the steps of planning procedure:

1) The initial planning signal is sent from source to destination (see Fig. 4).

It coll ects planning datawhileit istraveling. The datais delivered to the planner.
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Initial planning signal colleds planning data on itsway to
the destination node where centralized planning will occur

Central
planner

Source ° e e Desti nation
node ‘ node

Locd m m (]

planner
Local planning invocation

Fig. 4: Thelocal and the entralized planning. Theinitial planning signal and locd planning invocation
start on the source node at the same time. The first one moves faster than the seaond one because it only
colleds the planning data. The plan invocation signal waits for the adapter seledion by aloca planner and
then movesto the next node. The planner orders the selected adapters and deploys them as alocal plan, as
one step in the incremental plan. The central planner collects the planning dbta, cdculates the central plan
and sends it to the nodes for the deployment, replacing the incremental plan.

2) Parall € to the initia planning signal, locd planning is invoked. It occurs
incrementally, link by link. When adapter seledionis finished on ore nodg, the result of
it is ent to the next node downstrean. Then the node mmpletes its locd planning
processi.e. orders the seleded adaptations and deploys them.

3) When the next node obtains the list of provided adaptations from the
previous nock it can start its own locd planning process It isimportant for the next node
to be aware of irreversible adions, such as lossy adaptations, that are planned by the
previous nock. It isundesirableto plan ancther color-to-B/W conversion to user dataif it
was applied already on ane of the previous nodes.

4) When the locd plan d the link adjacent to the destination is deployed,
adknowledgement is snt to the previous node upstream. When the plan o the previous
nocke is deployed and acknowledgment from the downstream nocke is obtained, the
adknowledgement continues upstream. The processcontinues urtil the source obtains the
adknowledgment from its downstrean node that indicates that al locd plans are
deployed. Then the source starts the data transmisson. Note that the chain of local plans
can be onsidered as one globa plan that is consistent but not optimal. If one local

planning calculation fail s because of insufficient resources on the node, the whole locd
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planning procedure fails. The only hope would be that the centralized planning would
succeel.

5) At the same time data llection padket reaches the cantral planner, it
starts the global plan cdculation pocess When the global plan is calculated it must be
deployed.

Thelocd plan calculation consists of two steps:

1) Adapter seledion
2) Adapter ordering
The centralized plan cdculation consists of threesteps:
1) Adapter seledion
2) Adapter ordering
3) Optimization d the global plan

The first two plan calculation steps, adapter selection and adapter ordering, are
similar for both planning concepts. They produce agloba plan as a dain of consistent
locd plans. These globa plans obtained by locd planners and a centralized planner
might be different because locd planners and the central planner may seled different
adapters to solve the same cmmunicaion problems.

The alapter selection processis implemented through a database search among
adapter padkages. A speda interfacebetween the planner and adapter padkages will be
designed for this purpose.

Adapter ordering is a planning problem that can be solved through least-
comnitment planning. In least commitment planning, a plan is defined by a partialy
ordered set of adaptations referred to as apartially ordered plan. Instead of searching in
the spaceof posgble states, least commitment planning searches in the space of posshle
partially ordered plans. The order in partialy ordered plans snoud come from heuristics,
i.e. the experience in the ordering of adaptations. For example, experience shows that
compresgon shoud be gplied before encryption. Then in a plan we can add an arder to
a fully unordered set of adaptations. compresson and all adaptations that run before
compresson shoud be gplied before encryption and al adaptations that run after
encryption. The @mplete order can be alded to the plan from particular network

condtions and user preferences.
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Centralized panning before running the optimization prese builds an initial
global plan using locd planning. The dain of locd plans obtained through the selection
and adering of adapters establishes a sub-optimal global plan. This plan can be
optimized through the reduction d link and nale resources that it takes to exeaute the
plan. The optimization can be atieved via

- Extending the dfeds of the alapters that reduce the usage of link resources,

such as compresson, dstill ation, filtering

- Merging adapters that dupicae their effed on user data, saving node

computational resources. For example, compressons runnng on two adjacent
links can be substituted with ore mmpresson adapter covering both links

The problem of plan ogtimization is very complicated because of complicated
interadions between the eff ects of adapters on wer data and the large cmplexity of the
operation, which is exporential. The set of heuristics can sufficiently reduce the seach
tree bu we still canna be sure that the most optimal solution can be found, espedaly if
we take into acoourt the time anstraint, which is limited by seconds. That is why we
rely on randamized heuristic search. The ideais to try randamly chosen branches of the
seach treeto a certain depth, compare the results using an optimization function that
shows the anourt of resources used, and cortinue the seach onthe branch that promises
the best result. Obvioudly it canna guarantee that the optimal result, the point where
evaluation function hes its global extreme, would be found. The tedniques, such as
simulated anneding, that help to find global minimum/maximum may not help as our
optimizationmodel is discrete and changing the size of the step may not be posshle.

The technique that is applied to the optimization processis smilar to refinement
planning. The ideaof the dgorithm is the following. The dain of locd plansis a partial
plan. The process generates candidate global plans through merging neighbaing plans.
We start building the merged pan by choasing a loca plan and trying to merge it with
neighbaing plans, one by one, using heuristics that are based on ou experience and
knowledge @ou the properties of adaptations. The intent is to extend adaptations that
save link resources, na to extend the alaptations that use more link resources, and merge

simil ar adaptations to save node computational resources.
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The onstraints on bdh plans to be merged must be preserved. A conflict
between the anstraints must be solved through adding new steps to the plan. If the
conflict canna be solved, the merge is canceled, and the optimization processis resumed
at the locd plan that refused to join the merged plan. Ambiguities require the
consideration d all posshble cases. When two plans are merged we evaluate the result
applying an evauation function. The newly obtained global plan shoud be doser to
optimal than the original. The process continues adding neighbaring plans one by one
until, in the ided case, al plans are merged. The process can be interrupted at any
moment; the merged plan and the set of locd plans that were not merged, given that
avail able node resource @nstraints are satisfied, can be returned as the result of plan
optimization procedure. Typicdly, the reason for interrupting the optimization processis
the temporal constraint, i.e. the urgency to deploy the plan. However, the successof plan
merging depends on correct information abou adapters, particular network
circumstances, the plan merging procedure, €etc.

For example, assume that we have anetwork that consists of threelinks. The first
and seand links can use aty encryption, bu the third link requires pedal encryption
that can be used orly onthat link. Incremental planning build locd plans onthe first and
secndlinksthat run encryption onead. Thelocd plan onthe third link contains pedal
encryption. After optimization the encryption on the first and sewmnd links was
combined. The third link encryption was not combined with it because of its eaal
reguirements.

Because of resource @nstraints, the result of the merging of the local plans may
be dependent on the seledion d the initial locd plan, and it is impaossble to say in
advance which initial locd plan shoud be chosen to bring the optimal result. That iswhy
we docse the initial locd plan randamly, with some probability. The probabili ty may
not be distributed uriformly among the local plans; the dhoice of the initial locd plan
depends onthe feasibility of the locd plan, the ordering of adaptations that form the local
plan, etc.

Figure 5 ill ustrates how the seledion d the initial locd plan influences the result.
Asaume that we have a onnedion that consists of three links and four nodes A, B, C, D,

and E. End pants of the amnnection A and E are ale to run ore aaptation each and the
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intermediate nodes B, C and D are ale to run two adaptations each. A problem of link
AB requires adapter X, a problem of link BC requires adapter Y, and a problem of link
DE requires adapter Z. The alapters X, Y, and Z save the resources of the cnrection,
and it is desirable to extend them as much as possble. Adapters consist of two parts
eat: DO and UNDO, e.g. compresson and decompresson, encryption and decryption.
Adapter X if applied onthe same node with adapter Y shoud be exeauted first. It is easy
to seethat the selection d either of adapters X, Y, or Z as an initial leads to absolutely

different plan.
Local plans X, Y, and Z for . X . Y l
connedion A-E ® =. =.—>.—>.
|. Optimization starts with X
a) X isstretched to AC B X H
B X HE Zz H

Dxiswechaiorn @ B O O ®

1. Optimization startswith Y B X HH Y HE Zz H

I11. Optimization starts with Z . X .. Y ..

Zis dretched to CE a—® —0 0 —e

Fig.5: Optimization that startswith different initial local plan after merging produces different
resulting plans

N
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As it was mentioned abowve, the number of merging processes darts with dff erent
randamly chaosen loca plans and continues up to a certain depth. The results of this
preliminary search are compared by the value of the evaluation function, and then the
process resumes the search on the most promising branch. The process is terminated

when the search reaches adead end, a planning timeisover.
4.4  An exampleof planning process

Asaime that we have a onnedion that consists of three links and 4 nods A, B,
C, and D. AB is a wireless link with limited throughpu. It is aso urreliable and
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inseaure. Link BC is a dia-up link. It has even lower throughpu than AB. CD is a
wired Internet link with sufficient throughpu, bu inseaure.

When noct A starts a cnnedion with D, it sends initial message. The message
moves to D colledion ganning data. Node A also activates locd plan processfor link
AB. The planning process sarts with the seledion d adapters. The selection o adapters
starts with seach in panner database for a alaptation package that contains the
correspordent adapter. When an adaptation padages is &l ected, the search in adaptation
padkage database occurs. The planner seleds actual adaptations that can resolve link
problems. After the seledion d the alaptations, noce B starts the local planning process
for link BC. At the same time planner orders the alaptations for the local plan AB.
When the adaptations are ordered, the plan AB is ready to be deployed. Nodes A and B
deploy the @rrespondent adaptations. In ou case it is LZ compressor, FEC, and
encryptor. Locd planrers for local plans BC and CD work in the same way as one
worked for AB. Locd plan for BC contains LZ compressor and Color Dropper; local
plan for CD contains only encryptor. Every locd planner order adaptations using pre-
cdculated templates for single link ardering. The ordered adapters for local plan AB are
ZL compresson, encryption, and FEC. The ordered adaptations for local plan BC are
Color Dropper and ZL compressor. The local plan CD contains only one alapter. After
the deployment incremental plan is ready for use.

At the same time when initial message with al planning data readhes node D, the
centralized planning process $artsat D. The processof adaptation seledion and adering
for centralized panning works using same methods as incremental planning. Figure 6
ill ustrates the process of the centralized panning. The planner at node D seleds and
orders the aaptations for all four nodes, see Figure 6, b and c). Initia global plan
consists of locd plans AB, BC, and CD; same initial global planisonFig. 6, c) and Fig.
7, ). Note that, unike compressor, FEC, and encryptor that consist of “DO” and
“UNDOQ” pieces Color Dropper is a lossy adapter that contains only DO part. On the
Figure 7 it is $hown as the short bar that does not cover the whale link. Optimization o
the initial global plan is on the Figure 7, b) and ¢). The result of the optimization is a
global optimal plan. Compressor and encryptor are to be exeauted onthe end pants of

the cnredion because compresson reduces overal throughpu requirements for the
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conredion; encryptor augments the security of the whole @mnrection. However, FEC
runs on link AB only because it increases the requirements to channel throughpu, and it
isundesirable to extendit.

When the global plan is deployed, nade A switches the data strean from
incremental plan to the new optimal plan. When the nrectionis no longer in use the
plan shoud be decommissoned.

Link:

Low throughpu
a) Unreliable Link: Link:
. Insecure . Verylrwvthroughpll’ Insecure ‘
Remedy:
1) LZ Compresson Remedy:

2) FEC 1) Color Drop and Remedy:

b)

Plan AB:

Pan AB: 1) de-FEC

1) ZL Compresson

; 2) de-Encryption Plan CD:
2) Encryption i 8 Plan CD:
3) FEC 8) de-ZL Compression Encryption de-Encryption
) . . . " ’
PanBC: Plan BC:
1) Color Drop and de-LZ Compression

2) LZ Compresson

Fig. 6: a) threelinks, four nodes connection; b) selection of adaptations; c) ordering of adaptations

4.5 Theimplementation of the planner

We will im plement the planner on the top d ANTS. Panda and the planner will
work in perallel as two independent applications. The planner will cdculate plans; Panda
will deploy them using the ANTS EE. The source Panda node will query the locd
planner to oltain a plan for a mnredion that must be established. The planning
information must be mlleded by Panda nodes and cdlivered to the planner. The planner
shoud adivate the planning processinvalving planners that belong to ather nodes that
participate in the cnnedion. The cdculated plan is delivered to the Panda nodes that
must deploy it. During the mnnedion more than one plan can be implemented and the

data stream must be properly switched from the old to the new plan.
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The planner invokes locd and centralized panning. As centralized panning is
time @nsuming, the data transfer will start with the locd plans that shoud be deployed
on Panda nodes as a chain. When the central plan is calculated and deployed, the source
Panda noce will switch the data strean to the centra plan, and locd plans $oud be
decommissoned.

Loca planning will consist of three @nsequent steps. adapter seledion, adapter
ordering, and dan feasibility verification. Centralized planning will consist of four
consequent steps: cdculation d per link pans that consists of the alapter seledion and
the alapter ordering, plan ogimization through the merging of the link pans, and gan
feasibili ty verificaion.

Plan opgimization through the merging of the link plans intends to extend
adaptations that save link resources, na to extend the alaptations that use more link

resources, and merge simil ar adaptations to save node computational resources.

[ FEC |

[ Encryption ] ZL Compresson

@ |nitial incremental [ 2L compresson || color brop] l Encryption ]
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l ZL Compresson l

b) Merging d AB andBC [ Encryption ]

[ FEC |

[ Encryption |

l ZL Compresson l

c) Merging d ACandCD
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Fig. 7. Plan merging starting with the most left local plan

The propased implementation d the planner isfocused onthe foll owing issues:
1) Planning protocol

The planning protocol gathers and stores planning data and deploys a plan based
on a Panda node. The protocol is based on the combination d incremental and

centralized panning. The message that collects the planning data for the centralized
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planning and invokes the centralized planning is followed by the incremental planning
message that invokes the incremental planning. Plan deployment is suppated by
adknowledgments to planners and to a source node. If al nodes that participate in the
conredion report that their fradion d the plan is deployed, then the source node
switches the data stream through the newly deployed plan.

If an acknowledgement to a planner and a source node indicaes that alocd plan
canna be deployed succesgully on a particular node, the planner and all downstream
planner shoud re-plan, and the source node shoud wait for the new acknowledgements
from al downstream nodes. When all locd plans are deployed the source noce starts the
data transfer.

If anode reportsto the destination nodk and to the planner that it canna deploy its
fradion d the centralized plan, the planner re-plans and tries to deploy the new
centralized plan. The source node waits for adknowledgments from all nodes of the
conredion, then switches the data transfer to the new plan.

2) Seledion of adapters

The seledion o adapters uses the planner-adapter padcage interface. A planner
contains a database of al aacessble adapter packages. From that database the adapter
can find which adaptation package resolves which network problem, and an interface to
the mrresponcent package. When the planner chooses a padkage of adaptations, it
gueries the package and oliains the name and the location d adapter with the instruction
how to useit. Eadh package has its own database that contains the necessary description
of the adapters from this padkage. This database is designed together with the adapters
by the same designer. The record in the planner database that describes the acessto the
database for the package is aso creaed by a padage designer.

3) Ordering o adaptersin local plans

Ordering of adapters for local planning uses least-commitment planning. Pre-
cdculated partially ordered plans are located in the planner’s library. The order in the
partial order plan comes from our experience with the order of adaptations. The rest of
adaptation aders are anbiguous and must be resolve during the planning process using

user preferences, network condtions, etc. The ordering of adaptations helps to buld
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locd plans and for centralized planning helps to crede the order of adaptations that will
sufficiently reducethe branching of the search tree during the plan ogtimization.
4) Optimization of the local plans

Optimization d locd planning is done through arefinement search in the space of
plans. The search accurs through the modification d the locaion d the alaptations and
evauation d this modification wsing an evaluation function. The evaluation function
cdculates a value that corresponds to the quality of a communication and the amourt of
network resources used. The modification d the locaion d the alapters occurs through
the merging of locd plans preserving the previously cdculated order of the alapters. The
strategy of plan merging is discussed in Section 4.3.
5) Evaluation function
The evaluation functionfor the optimization search contains the quality of data transfer
and resources necessary to runthe alaptations. Both these factors are diredly dependent;
the function shoud reflect the point of equili brium between them, which can very for
different networks and conredions. For our implementation we assume that quality of
datatransfer is more important than adapter exeaution resources of nodes. This
asumptionwill be expressed with the mrrespondent weight coefficients applied to
transfer-quality and exeaution-resources factors. The fadorsthat we ae planning to
evaluate ae:

- Quality of datatransfer: throughpu, security, reliabili ty, etc.

- The exeautionresources: CPU cycles, memory
6) Switch between plans
The destination nodk shoud he ale to switch between locdly and centrally calculated
global plans for the mnrection. Eadh data packet shoud carry the identificaion d the
plan version that must be gplied to the packet. Panda nodes dispatch the packets
acording to thisidentification.
7) Extensibility
The system must demonstrate the aility to extend itself when it is necessry to add an
adapter, adapt a padkage, implement a “new” method of adaptation, a present a “new”

problem of network communicaion. Extension d the system shoud be accompanied
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with necessry modifications in databases and minimal changes in the wde of the
planner.

The result of the implementation is a system to automaticdly and properly deploy
adaptations that help to fix the problems of networks.

4.6  Measurements

The evaluation and the measurement of the work of the planner will be performed
on pea-to-peer network conredions that consist of one or more links. Multimedia data
transfer will be used for the measurements: color images, video, etc.

The preliminary list of the potential network problems and their potentia
solutionsin parenthesisis:

- Throughpu (compresson)

- Latency (prefetching and caching)

- Burstiness(buffering)

- Seaurity (encryption)

The preliminary list of the potential remediesis:

- Compresson (Ziv Lempel, color drop, quality reduction)

- Prefetching and caching: (prefetcher, cache)

- Buffering (buffer)

- Seaurity (pulic key encryption)

To make the measurements for typical cases ®veral scenarios are passhle:

1. Local planning: The cnnedion consists of one problematic link; different kinds of
problems cause the deployment of a number of adapters. The goa of the test is to
verify the efficiency of the ordering of adapters and the timing of the dementary
planning.

2. Centralized panning: The cnnedion consists of two links; ead link has its own set
of problems. The goa is to verify the dficiency of the planner to cdculate an
optimized central plan.

3. Centraized panning: The @mnnedion consists of a various number links with some
“average” number of adapters. The goal of thetest isto

- measure the average “per link” speed of the locd planning

33



- find the dependency of the centralized planning duration onthe number of
links of the cnnedion

4. Centralized panning: “Redlistic cae” — some interesting scenario, for example: a
mobile mputer communicates with a base station, which via telephore line
communicaes with the Internet. The goa is to make abenchmark for some redistic
case.

5. Centralized planning: “Multicast case” — some multicast connedion. The goa is to
show that even fragmental planning for peer-to-pea fractions of the multicast tree
improves the mnrection.

6. We ae planning to deploy Panda with the planner in ou office for testing,
debugging, more extensive measurements, and casual use.

To demonstrate the advantages of automated planning we will make acomparison
of quality of service of a data stream with and withou planning for al scenarios. To
define atradeoff between improved quality of service and extralatency that is brought by
planning the foll owing measurements of time @nsumed will be dore:

1. On-line planning data gathering

2. Plan cdculation:

1) adapter seledion
2) adapter ordering
3) optimization d the centralized plan

3. Plan deployment (optionally as Panda designers can alrealy presume this)

4. Switching between plans

5. Plan exeaution

The improved quality of service can be reagnized visually during demonstration,

through the adual measuring of the quantity of padets delivered and dopped within a

unit of time, or bath.

The ontemporary implementation o ANs demonstrates higher latency of
communicaions than conventional Internet because of the overhead, Java slowness etc.

The comparison d the ANs equipped with the planner and the mnventional networks is

problematic.
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6. Schedule

To visudli ze the progressof work invaved into the planner implementation we
have constructed a preliminary schedule of the research with milestones and estimated
completion times.
1. System built

1. Working framework Fall 2000

2. Full scde system (improved framework) Winter 2001

3. Tuning the system Spring 2001
4. Measurements/Demonstration dore Summer 2001
5. Dissertation written Fall 2001
6. Summary

We showed the aurrent status of planning for open architedures. We presented
the most critica problems that planning for ANs faces. The solution d planning problem
is mewhere on the aoss point between open architedure tedindogy and Al planning
theory.

We presented the goproach to the planner design for ANs. Pandais the example
of an adive network system that provides an adaptation service for end-to-end
conredions and automated planning for the seledion and deployment of adaptations.
The planning process presumes that a seach for a feasible plan in the space of all
possble plans will succeal. The complexity of the search depends on the scale of the
plan space We believe that in a pradicd system the plan spaceis very large, making
automated planning ahard Artificial Intelligence problem.

At the same time, finding a feasible plan is limited by the temporal constraints of
ared-time gplicaion. Our work is focused onthe methods of fast and efficient plan
spacetraversal for possble solutions. We have outlined what we believe to be the key
comporents and tradeoffs to the problem. We ae investigating the diosen planning
strategy and hav well it suits the open architedure we ae working with and the kinds of

problems we are interested in solving. We presented a number of scenarios of
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communicaion for which we will make cntrolled measurements of the efficiency of the

system.

We ae aurrently working onthe planner implementation for use in the Panda

prototype. We believe that the planner will im prove adive network architectures and

make adive networks better achieve their potential. Legacy applications will benefit

from using the planner.
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