UCLA CS111
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Networks and Distributed Systems
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Andy Wang (awang@cs.ucla.edu)  


Office:  3732J Boelter Hall


Office Hours:  M1-3, W1-2, Th2-3, and by appointment

________________________________________________________________________

Centralized vs. Distributed Systems

With the existing technology trends, we are moving toward an era of distributed systems, where physically separate computers work together.

	Decade
	Technology
	$ per machine
	Sales volume
	Users per machine

	50s
	
	$10M
	100
	1000s

	60s
	Mainframe
	$1M
	10K
	100s

	70s
	Mini computers
	$100K
	1M
	10s

	80s
	PC
	$10K
	100M
	1

	90s
	Portables
	$1K
	10B
	1/10


The idea of distributed systems is appealing because it is cheaper and easier to mass-produce simple computers.  Also, a company can incrementally increase the computing power using off-the-shelf components.  

The advent of distributed systems promises the following properties. 

· Higher availability—if one machine goes down, use another.

· Better reliability—a user is able to store data in multiple locations.

· More security—each simple component is easier to make secure.

However, the reality has been disappointing:

· Worse availability—a system may depend on many or all machines being up.

· Worse reliability—one can lose data if any machine crashes.

· Worse security—security is as strong as the weakest component.

Coordination is difficult because machines can only use the network medium.  The remaining lecture will explore various network technologies.

Definitions

A network is the physical connection that allows two computers to communicate.  A packet is the unit of transfer, which is a sequence of bits carried over the network.  Networks carry packets from one machine to another, and the destination gets hardware interrupts when packets arrive.  A protocol is an agreement between two parties as to how information is to be transmitted.

Broadcast Networks

A broadcast network uses a shared communication medium.  For example, the shared medium can be a wire—all hosts listen to the wire.  Inside a computer, this is called a bus—a shared set of wires between the CPU and the memory modules.  Ethernet is an example of broadcast network.  Another example is the cellular phone network.

In a broadcast network, the sender needs to specify the destination (e.g., network address) in the packet header, so the receiver knows which packet to receive.  If a machine were not the intended destination, it would discard the packet.  

Arbitration

Arbitration concerns the way to share a given resource.  In this context, the resource is a network.  In the 1970s Aloha network, packets were sent through radios on the Hawaiian Islands.  The arbitration was done through blind broadcast, with a checksum at the end of a packet.  The checksum was needed because packets might become garbled in the case of simultaneous transmissions (by multiple sites), airplanes flying by, or maybe a surfer….  

To illustrate, if a packet is not garbled (the data matches the checksum), the receiver sends an acknowledgement.  If not, the receiver discards the packet. The sender basically waits for the acknowledgement for a while.  If the acknowledgement does not arrive, the sender will retransmit the message.  If two senders try to send at the same time, both messages would get garbled, and both messages would have to be resent later.

Xerox introduced the Ethernet in the early 80s, which was the first practical local area network.  Although Ethernet uses wire as the transmission medium, as opposed to radio, it is still a broadcast network.  All machines tap into a single wire and listen to all packets.  The key advance was a new way for arbitration, and it involved three pieces:

1. Carrier sensing—Ethernet does not send unless the network is idle.

2. Collision detection—sender checks if packet is trampled.  If so, abort, wait, and retry.  

3. Adaptive randomized waiting strategy:  To avoid everyone waiting for the same length for repeated collisions, a sender picks a bigger wait time (plus some random duration) after a collision.

The Internet

As the number of machine increases, a company may purchase multiple Ethernets to increase the total bandwidth.  The company will also need machines to interconnect various networks.  Those machines can be routers, gateways, bridges, or repeaters, which all basically act like switches.  Those machines watch all packets on each Ethernet, and packets are copied as they are transmitted across different networks. 


The Internet is just a generalization of these interconnected local area networks.  The local networks can be Ethernet, fiber optics (FDDI), and so on, but the building blocks are machines that straddle two or more networks.

Routing

Routing concerns how a packet can reach the destination.  If there is a single machine that straddles all networks, routing is simple.  Unfortunately, this approach will not work for the Internet.  Typically, a packet has to go through multiple hops before it gets to a destination, where each hop is a router that straddles several networks.

For the Internet, routing is achieved through the use of routing tables.  Each routing table entry contains a destination network address, and the output network link that gets closer to the destination.  As a packet arrives, a router looks at the packet header and does a table lookup to determine which network link to use.  

Without centralized coordination, each router uses the following steps to update the routing table:

1. Each routing entry contains a cost—the number of hops to reach a destination, which also is adjusted by traffic load.

2. Neighbors periodically exchange routing table entries.

3. If the neighbor has a cheaper route, use that one instead.

Point-to-Point Networks

Instead of sharing a common network medium, a different way to construct networks is to have all nodes in the network connected directly to a router/switch.  The first commercial point-to-point LAN used the ATM (asynchronous transfer mode) switch, and it has a number of advantages:

1. Higher link performance—a point-to-point connection is faster than a shared broadcast link.  You don’t need to worry about handling collisions.

2. Greater aggregate bandwidth than a single link.  For example, if you have nodes 1 to 4 connected to a switch, you can have two pairs of connections (e.g., node 1 to node 3 and node 2 to node 4) going on at the same time at full network bandwidth.

3. Network capacity can be upgraded incrementally, with more links and switches.

4. Lower latency (no need for arbitration to send because packets are buffered in the switch).

Issues in Point-to-Point Networks

Switches look just like computers, with inputs, memory, and outputs.  Therefore, if everyone sends to the same output, it will result in congestion.  Also, the buffer for the congested link may fill up quickly.


There are a few options that address the congestion problem:

Option 1:  No flow control.  Packets get dropped if the receiving buffer is full.  Therefore, a download of a 2-GB movie across the Internet can make many people unhappy.

Option 2:  Flow control between switches.  A switch does not send until the buffer space is available in the next switch.  The problem with this approach is cross-traffic.  The path from a source to a destination may go through a congested buffer.  For example, the data stream A is slowed down by the data stream B.


Option 3:  Per-flow flow control.  A separate set of buffers is allocated for each end-to-end stream, and option 2 is used for buffers of separate data streams.  The problem of this scheme is fairness.  A stream near the destination may have higher bandwidth.  
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