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Abstract—Under suboptimal network conditions, applications
must degrade gracefully in order to provide servicethat is valu-
able to users. The research proposed in this paper will explore
the notion that distributed adaptation—the coordination of sev-
eral different adaptations at various points in the network—is
beneficial in heterogeneous networks. Existing technologies
tend to provide one adaptation to overcome a single network
deficiency, often focusing on the “last mile” of the network.
These solutions are insufficient in the increasingly heterogene-
ous Internet. This paper describes the challenges of distributed
adaptation and proposes a research course to develop the tech-
nology that will allow applications to adapt to the networks of
thefuture.

1 Introduction

Advances in wired and wireless tecndoges
simultaneoudly increese the world' s interconnedivity and the
heterogeneity of computer networks. The average bandwidth
between any two pdnts in the Internet is going up but the
range of experienced bandwidth is also increasing. Applica
tions that are unable to adapt to suboptimal network condi-
tions will become deaeasingly useful, particularly to mobhile
USers.

One gproach to handling this challenge is to add adaptive
techndogy to network nodes. These nodes could provide
processng and/or storage capabilities and be alowed to
operate on higher protocol stadk layers. This idea is
controversial. Historicdly, transport (and hgher) protocol
layers have been provided a endpoints only. Building
knowledge of higher layer protocols into routers has sveral
disadvantages, including performance ad reliability. The
reseach proposed in this paper will not dedsively resolve
this controversy. Instea, it will provide evidencein favor of
raising the level of services within the network from two per-
spedives. Firgt, this research will demonstrate several cases
in which awareness of applicaion-level protocols at nodes
within the network can help applicaions adapt their services
when network conditions are suboptimal. Seand, it will
develop technaologies that all ow the network to provide adap-
tive services to applicaionsin a sensible and reliable manner.

Succesdully enabling dstributed adaptation requires sv-
eral new techndogies. In the presence of adaptations that
may arbitrarily delete, add, or modify elements in the data
stream, the typicd model of exadly-once delivery no longer
makes ®nse. Insteal, a new model for the reliable delivery
of adapted data must be developed. Withou protedion, a
service for distributed adaptation would introduce new secu-
rity vulnerabiliti es to networks. Yet, the user’s data and con-

trol over adaptation itself must be proteded acoss adminis-
trative domains and withou the presence of a ubiquitous in-
frastructure for authentication. These dhallenges, and ahers,
will be met by thisresearch.

To this end, we will construct an adaptation framework
cdled Conduwctor to explore the advantages of distributed
adaptation. Conductor will provide an applicaion
transparent adaptation service within the network. Adaptor
code modules, dynamicdly deployed as needed at Conductor-
enabled points within the network, will adapt data streams as
required. Conductor will alow multiple adaptations to be
deployed in a wordinated manner, efficiently adapting to the
charaderistics of heterogeneous networks. Conductor will
suppat arbitrary adaptations for application-level protocols
withou compromising reliability. The techniques developed
for Conductor will enable applicaions to be adaptable in to-
morrow's heterogeneous networks.

Sedion 2 describes the need for gracefully degrading ap-
plicaions and some typicd approacdes to this problem. Sec-
tion 3 describes a new approac to this problem and severa
common cases in which this approadh is superior. Sedion 4
describes the challenges and requirements of successul dis-
tributed adaptation. Sedion 5 describes the status of the
Conductor prototype and its key technologies. The remaining
sedions provide aschedule for completion of the reseach, a
basis on which its siccesswill be measured, a discusson o
future work, and concluding remarks.

2 Adaptation

While new techndogies are improving overall network ca-
padty, the Internet is becoming increasingly heterogeneous.
A given link has particular levels of bandwidth, latency, jitter,
seaurity, cost, and reliability. These dharaderistics may vary
by several orders of magnitude between dfferent link tech-
nologies. In addition, transient conditions, such as conges-
tionand nase, may alter agiven link over time. While LANs
may offer up to Gigabit bandwidths, significantly lower
bandwidth connedions to the home will continue to be com-
mon. Wireless users, who trade bandwidth, cost, seaurity,
and reliability for mobility, will probably never experience
network charaderistics comparable to wired networks.

At the same time, applicaions are increasingly dependent
on retwork connedivity. While in the past only a few spe-
cidlized applicaions made use of network services, now
nealy all do. Word procesors, spreadsheds, tax preparation
software, audio/video players, and games provide added
value from the Internet. Thin client software uses a network,



not for communication itself, but to reduce the storage re-
quirements of client hardware and to reduce system admini-
stration. Internet appliances like the Kerbango Internet radio’
and the Aplio Internet telephone’ are avail able today. Other
appliances like televisions and refrigerators may also lever-
age the Internet in the future.

Applicaion designers cannat anticipate al posdble net-
work conditions their code will encounter. There ae too
many possble combinations of link charaderistics, and rew
techndogies continue to appea. Thus, an applicaionis typi-
cdly designed to perform adequately when the network's
charaderistics med an assumed minimum. When latency is
too hgh, bandwidth is too low, or too many packets are lost,
an applicaion’s cost in time, seaurity, or money may exceedd
itsvalue.

This cost/benefit imbalance is not uncommon: participate
in a video-conference over a modem, risk credit card theft
when an Internet vendor has negleded to provide a seaure
web form, or play Badkgammon at Yahoo when the server
latency ishigh. Increasingly, heterogeneous networks require
an applicaion's behavior to be automaticdly adaptable,
gracdully degrading service to match the current network
cgpabilities.

2.1 Graceful Degradation

When the network cannot support a high quality of service
an application that degrades gracdully can provide alower
quality of service rather than no useful service a all.  An
applicaion’s use of the network can be aapted to the net-
work’s charaderistics in many ways. When bandwidth is an
issue, simple losdess compresson may help. In more &-
treme cases, more drastic gpplicaion-level solutions may be
useful. For instance, on-demand dstillation (reduction of
color depth or resolution) of images can improve the per-
formance of aweb browser with an acceptable lossof quality
[4]. Bandwidth use can also be prioritized, delaying some
transadions in favor of others, or eliminating them entirely
by using cached data.

Adaptations can handle other link deficiencies as well.
High network latency can be aldressed by prefetching data
ahead of the user or applicaion's adua neel. Seledive ac-
knowledgements may be helpful when error rates are high.
For inseaure links, an entire data stream can be encrypted, or
key elements can be obfuscaed or filtered.

Application-spedfic adaptations can often be more dfec-
tive than generic adaptors. By allowing some data loss an
adaptation that reduces color depth in an image, for example,
can reduce transmisgon cost significantly more than Lempel-
Zev compresson. Eacd possble aaptation represents a
different tradeoff for the user. Different users and uses of an
applicaion may require different notions of proper service
degradation.

A product of Kerbango, Inc. Available & http://www.kerbango.com.
? A product of Aplio, Inc. Available at http://www.apliocinc.com.

2.2 Network Heterogeneity and Distributed
Adaptation

Until recently, research in adaptive networking has pri-
marily focused on the "last mile" of the network, conredivity
to the home or mobile user. It isincreasingly common, how-
ever, to find deficient links throughout the network. For in-
stance, homes that once had a single cmputer conneded to
the network via amodem now have a LAN with multiple
computers and ather devices. Such a LAN is typicdly con-
neded to the Internet through a single accss poaint, pushing
the deficient link ore hop away from the dient node. Simi-
larly, in the future mobhile users may carry multiple devices
that share a single wirelessaccesspoint via apersona-area
network. Multi-hop wireless networks (like Metricom’s
Ricochet service[14]) also extend the “last mile,” introducing
aseries of wirelesslinksin the “last mile.”

User-to-user services also increase network heterogeneity.
Services like IP telephory, instant messaging, multi-user
games, and hane video-conferencing introduce apattern of
dired communicaion between users in their homes. Rather
than ore"last mile," eat scenario contains two "last miles."

Finaly, athouch typicd commercia servers are well con-
neded, network and server congestion can deaease band-
width and increase latency. Even the most robust and power-
ful servers have succumbed to distributed denial-of-service
attacks and "The Slashdat Effed.” [1]

Because of heterogeneity in the network, providing adap-
tation at the endpoints of a connedion, or at a proxy node, is
not always aufficient. Various fadors constrain the locaion
for proper adaptation. Some alaptations need to be adjacent
to ore particular problem link. For instance, an adaptor that
drops video frames when alink is congested gains agility by
closely monitoring the conditions on that link. Similarly, an
adaptor that deadivates a wireless recaver (to save power)
when nodata is expeded must be collocaed with the hard-
ware it controls. The presence of several dissmilar problem
links may also constrain the manner in which adaptations can
be deployed. For instance, if prefetching is required to over-
come high latency near the server, and compresson is re-
quired to overcome low bandwidth nea the client, prefetch-
ing must not be performed from the dient. Finally, deploy-
ment of adaptations can be nstrained by limited node re-
sources. For instance, while end-to-end compresson may
provide the most effedive use of overall bandwidth, a server
may nat have sufficient CPU cycles to provide such an adap-
tationto all clientswith deficient links. Other possble paints
of adaptation can provide the needed load balancing.

As network heterogeneity becomes more common, more
sophisticated adaptation deployment will be required. Het-
erogeneous networks frequently require multiple adaptations
to solve multiple simultaneous problems and may introduce
constraints on how those alaptations can be succes<ully de-
ployed. Distributed adaptation allows both detedion of end-
to-end network charaderistics and the deployment of a coor-
dinated solution for multi ple simultaneous problems.



2.3 Approaches

There ae a least threeways to make goplicaions degrade
gracdully: employ stuation-spedfic applicaions, build
adaptable gplications, or provide an adaptive service within
the network.

2.3.1 Stuation-Spedfic Applications

Users of substandard networks may chocse applicaions
spedally designed for their situation. The PalmVIl wireless
device, rather than using a general web browser, uses spedal
"clipping" applications [17] that provide a unique interface to
spedfic web pages. Each web page accesble by this device
has a proxy server, a host on the wired network that filters
resporses from the associated web server, and a spedaly
built application that interfaces with this proxy. This lution
has obvious <ding problems.

As ancther example, many users who access the Internet
through a dow modem or wireless network use atext-based
browser rather than agraphica browser to avoid the delays of
downloading images. Mobhile users who split time between
wired and wireless access must manually switch between
interfaces depending ontheir network conredivity, or accept
imagel esspages even when wired.

2.3.2 Adaptable Applications

Applications can automaticdly identify the charaderistics
of the network and tail or their behavior acordingly. A sim-
ple exampleisthe RedPlayer [18], which can seled aversion
of a video o audio strean most appropriate for the
conredivity available to the dient (as gedfied by the user).
Programming o OS suppat can aid in building adaptable
applications.

Both Rover [8] and Odyssy [16] provide todls that help
developers build applicaions that automaticdly adapt to
changing network conditions. Odyssey provides a system-
level service that monitors network condtions, informing
applicaions of changes and helping them to adapt transmitted
data to prevailing conditions. Odyssy pays particular atten-
tion to the isaue of supporting multiple networking applica-
tions on a single mobile node simultaneously, and to the
value of cooperation between the gplicaion and the operat-
ing system. Rover is an applicaion development toolkit that
provides higher-level networking abstradions, simplifying
the design o adaptable applicaions. Rover's communica-
tion abstradion reduces network traffic by helping applica-
tions move data and code doser to where they are needed,
and providesinfrastructure for operations whil e disconneded.

Reseachers have dso suggested methodologies for parti-
tioning an application to adapt its communication pattern to
network conditions. When latency is high, a function that
aggregates many individual pieces of data shoud be placed
closer to the data source. When conredivity is intermittent,
the required data and the functions that operate on that data
shoud be replicated near the data consumer. Severa parti-
tioning methoddogies have been proposed [10] [26] for par-
titioning the communication functions from other application
functions. Data and functions involved in communication

can then be dynamicdly migrated as required by network
condtions.

Application development tools like those described above
can help build adaptable aplicaions without programmer
knowledge of networking details. However, substantial eff ort
isrequired to design rew applicaions or retrofit existing ap-
plicaions. Also, these tods are designed primarily to ded
with communicaions between a single mobile dient and a
fixed server acrossone bad link, not heterogeneous networks.

2.3.3 Adapability as a Network Service

A powerful way to alow applicaionsto be more alaptable
is to dter their communicaion protocols and data from
within the network. Spedal nodes within the network can
monitor and modify padets generated by appli caions as they
flow through the network.

The Snoop protocol [3] improves TCP performance over
wirelesslinks by providing cacing and quick retransmisson
of padcets from a gateway between the wired and wireless
networks. An applicaionlevel andog d Snoop is the
Protocol Boosters [13] adaptation framework. Protocol
Boosters alow pairs of adaptation modules to be transpar-
ently deployed, adding new feaures to existing protocols,
such as forward error corredion. Generaly, Protocol
Boosters are asaumed to provide losdessadaptation, sincethe
system provides no support for ensuring reliable deliver if
some padkets are dropped or permanently atered. Protocol
Boosters are composable, but the system does not provide
suppat for determining if a given set of boosters will perform
well together.

Transformer Tunnels [23] use IP tunneling to alter the be-
havior of a protocol over a troublesome link. Generaly,
Transformer Tunnels are used to provide protocol-
independent adaptations, such as consolidation of padkets,
scheduling of transmissons to preserve battery power, en-
cryption, losdess compresson, and buffering. Transformer
tunrels are transparent to applicaions, but do not provide
suppat for compasition o adaptations.

One of the most advanced proxy solutions is the Berkeley
proxy [5]. This gystem uses cluster computing technology to
provide a shared proxy service for a wide variety of PDASs.
The proxy can provide a variety of applicaion-level adapta-
tions, including transformation (changing the data from one
format to ancther), aggregation (combining several pieces of
data into ore), cading, and customizaion (typicdly con-
verting a data format for use by a particular PDA). The Ber-
keley reseachers have investigated methods of composing
adaptations on a single madine [7]. They have dso exam-
ined how to use a dustered proxy service to provide highly
reliable, scdable servicesto alarge number of customers.

Similar to the Berkeley proxy, the Mowgli WWW service
[11] improves WWW performance aaoss low-bandwidth,
high-latency GSM channels by bresing the communicaion
channel into two segments at a proxy. Between the proxy
and the server, standard TCP and HTTP are maintained.
Between the dient node ad the proxy, however, custom
protocols replaceboth TCP and HTTP. By removing unnec-
essary protocol overheals, compressng and rioritizing data,



and filtering unrecessary requests, Mowgli is able to reduce
channel demand, smocth traffic to improve utili zation, and
suppat disconneded operation. While Mowgli provides a
useful service, it isnot designed for the extensible aldition o
new adaptations nor does it make any provisions for reliabil-
ity in the cae of proxy failure.

Another proxy mechanism from reseachers at Columbia
University [29] provides a general-purpose framework to
suppat mobile dients. A proxy nodeis placal at the edge of
the wired network. A mobile host can dynamicdly load, exe-
cute, and control adaptive “filters’ on this proxy. Filteringis
allowed at the gplication layer as well as lower protocol
layers. While much more dynamic than ather proxy solu-
tions, this gystem does not addressisaues of multiple cordi-
nated adaptations, reliability, or seaurity.

Active networks are an attempt to add generalized adapt-
ability into the network infrastructure [24] [27]. Potentialy,
ead padket would execute spedal code a ead visited router
to determine its proper handling. In some adive network
models, padets can exercise only a small set of useful op-
tions. In others, an arbitrary adion is permitted within secu-
rity and resource limitations impased by the network infra-
structure.  Active networks can provide very general adapta-
tion, but require substantial deployment costs. Key design
issles remain ursolved, including seaurity, cost, and proper
architedures. Active network researchers are only beginning
to look at composability of adaptations and reliability. In the
longterm, adive networks may provide a superior adaptation
infrastructure, but their successis not yet certain.

Reseach into adaptation within the network has $own
that worthwhile alaptation can be acomplished outside of
the gplication itself. Further, the best results can often be
obtained by adapting application-level protocols, rather than
providing generic adaptations at the transport level. Reseach
in this area however, has focused on providing a single ad-
aptation for a single suboptimal li nk, usualy the "last mile."

3 Distributed Adaptation

Applications communicding aaoss heterogeneous net-
works, including the Internet, may require multiple @ordi-
nated and pdentialy distributed adaptations. This manner of
adaptation is not well supported by existing adaptation
frameworks. We ae developing an adaptation service cdled
Conduwctor to explore the challenges and rewards of distrib-
uted adaptation.

3.1 The Condwctor Approach

Like several existing systems, Conductor provides an ad-
aptation service from within the network. However, Con-
ductor allows adaptation to be distributed into the network
dynamicdly, applying several adaptations to a single mnnec-
tion at various points along that connection path.

Conductor isincrementally deployable. It can be deployed
on a subset of nodes within the network, idedly clients,
servers, and gateways between networks of differing charac-
teristics. The more Conductor-enabled nodes along the net-

work path between a dient and server, the more dfedive
adaptation can be.

Conduwctor nodes support the deployment of adaptor code
modues, which implement particular adaptations. These
adaptors operate on applicaion-level protocols, arbitrarily
modifying the data stream. Conductor ensures that the data
strean delivered to the destination applicaion is in a usable
form, allowing appli cation-transparent adaptation. However,
the data delivered may be different than the data transmitted.
Conductor is application transparent, but not user transparent.
For instance, an adaptor may reduce the bandwidth require-
ment of a video transmisson by dropping some frames, ef-
fedively reducing the frame rate. If necessary, another
adaptor can restore the original frame rate before delivery by
dugicaing frames, filli ng the gaps. The gplicaion will ac-
cept the video strean withou noticing any changes, but the
user will seeaqualitative difference

Conduwctor alows multiple adaptations to be dynamicdly
deployed throughout the network, where they are needed.
Conduwctor includes a planning infrastructure that seleds the
appropriate adaptors for the given conditions. The planning
processis user-controllable via aset of user preferences.

Condwtor alows adaptation o reliable nnedion
oriented streans. Conductor includes a new model of reli-
ability that is compatible with adaptation, proteding appli ca-
tions from the failure of (potentially stateful) adaptors, Con-
ductor nodes, and links.

These fadliti es alow Conductor to provide a coordinated
and dstributed set of adaptations to a data stream. The
growing heterogeneity and complexity of networks require
such a distributed adaptation infrastructure.

3.2 Case Studiesin Distributed Adaptation

Since suboptimal charaderistics can be found at many dif-
ferent locaions in a network, a given end-to-end connedion
may contain severa links that require aaptation. The fol-
lowing subsedions examine in more detail three caes in
which multiple adaptations may be required by one connec-
tion.

3.2.1 Seaure Commnunication FromaHome LAN

In the near future, the average home will likely contain
severa Internet-capable devices (multiple workstations, TV,
radio, refrigerator, etc), possbly conneded by a wireless
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Figure 1: A home network supporting multiple Internet clients.



LAN for internal communicaion and a DSL router providing
Internet accessfor al devicesonthe LAN (Figure 1).

If auser of one of the workstations accessed his bank bal-
ance, the network would present several concerns. First, the
Internet and perhaps also the wireless LAN are inseaure.
Seoond the DSL line might not provide sufficient bandwidth,
particularly since several devices are sharing it. Adaptation
can be employed to overcome these problems. Severa poaints
of adaptation may be useful in this stuation: the dient, the
server, the DSL router, and a "proxy" node provided by the
ISP,

Using seaure sockets for end-to-end encryption of the data
would typicdly solve the seaurity problem. In this case,
however, since the bandwidth of the DSL link is also an is-
sue, adifferent solutionis required.

To improve the performance of web fetches (severa of
which typicdly occur at once), the client may wish to priori-
tize data transfer acossthe DSL link. Priority might be es-
tablished by size alowing smaller images and text pages to
be receved first and preventing slowdowns caused by large
software and document downloads. Or priority might be es-
tablished by type; text data might have priority over images.
Such prioriti zation requires accessto the data, but end-to-end
encryption makes grean accessproblematic.

To apply the shortest-job-first algorithm to the banking ex-
ample, the adaptation would need to be deployed immedi-
ately prior to the DSL link, allowing HTTP sessons with
various erversto be prioritized together. However, al of the
data from the bank's web page ae likely to be encrypted
(bath text and images) to reduce the chance of sensitive in-
formation being transmitted in the dea. Since this adapta-
tionrequires accessto the data stream, it canna be performed
onencrypted data.

Two solutions are possble. An end-to-end encryption ad-
aptation that tags ead sesgon with its length could replace a
generic encryption adaptor. Or encryption could be per-
formed twice, once server-to-proxy and again proxy-to-client,
with prioritization based onthe temporarily unencrypted data
in between. In ead solution, available bandwidth has
changed the manner in which encryption shoud be gplied.

Encryption interferes with many other desirable alapta-
tions as well. For example, a user participating in a video-
conference may want it encrypted for privagy. If the DSL
channel is barely sufficient to support this traffic, the user
may be willi ngto drop some frames when cother traffic is pre-
sent. Doing so requires either individual encryption of eadh
frame, or that the stream be deaypted before the alaptation
and reencrypted after. Again, the choice of one adaptation is
altered by the presence of another.

3.2.2 A Multimedia Sesson Between Wireless Users

Mobile users frequently have very low-quality “last mile”
links. As mobile network accessgains popularity, it will be
more common for mohil e users to communicate diredly with
other mobile users. For instance a mobil e-to-mobil e video-
conference has two low-quality “last mil€” links.

Consider two mobhile users, both conneded via WaveL AN
padket radios which provide aound 6 Mb/s of bandwidth

Wavel AN Wavel AN
6 Mb/s antﬂa@ 6 Mb/s
Client 2 Proxy 2 Proxy 1 Client 1

< »
< »

Compress

Figure 2: Two mobile users with WaveL AN connectivity.

(Figure 2). The wirelesslink has insufficient bandwidth to
cary the video transmisson. To decrease the capadty re-
quirements, the data could be cmmpressed before transmisson
over the WaveL AN links (at Client 1 and Proxy 2) and de-
compresed upon recept (at Proxy 1 and Client 2). Since
repeaed compresson and decompresson is inefficient, it is
better to adapt from end to end, compressng orce d Client 1
and cecompressng at Client 2.

Ricochet Internet Wavel an

lesx b/@_@ 6Mbls

Client 2 Proxy 2 Proxy 1 Client 1
Drop
Frames

Figure 3: One mobile connected by WaveL AN and one conneded by
Ricochet.

If Client 2 is, instead, conneded via aMetricom Ricochet
2 wirelessmodem, with 128 Kb/s bandwidth, compressonis
insufficient (Figure 3). Instead, a significant number of
frames must be dropped, preferably at Client 1. The resulting
strean will be small enoughto allow transmisson ower bath
links withou requiring further compression.

The rred adaptation changes again if, in place of the
video-conference a video clip were transmitted. Perhaps a
cadeis present somewhere in the Internet that would service
other clients requests for the same video clip without re-
quiring further data transmisson ower Client 1's WavelL AN
network. If the previous adaptation scheme were used, the
cadte would receve areduced-fidelity version of the video,
which might not meet the neals of other clients. In this case,
it may be preferable to perform losdesscompresson between
Client 1 and Proxy 1 and drop frames at Proxy 2, delivering
the full fidelity data stream to the cade.

3.2.3 Database AccessFromthe Field

An archaeologist has built an image database of artifads,
stored on high-powered servers. He can take apicture of a
new artifad with a digital camera atached to his computer
and wee it to query the database for similar items. This g/s-
tem works well in the office environment.

The acheologist, like many of his colleagues, is interested
in using wirelesstechndogies in the field [2]. Using a PDA
with a digital camera, a locd area wireless network, and a



modem link from the base canp to the Internet, a field re-
seacher can gain access to the same databases available in
thelab. The archeologist could generate queries on the PDA,
which would traverse the wireless network and modem line
to the server. Unfortunately, this setup won't work as well as
in the office environment. The large queries and responses
transmit dowly over the modem. While waiting for the re-
sporse to be delivered, the PDA is wasting tettery power,
particularly to maintain the (potentially unused) wirelesslink.

Two adaptations are posshle to help this stuation. First,
the data transmitted owver the modem can be compressed,
reducing transmissontime. Doing so requires adaptation at a
point on either side of the modem link. To reduce power
consumption on the PDA, the base-station shoud be one of
these points. The other point could be éther the server acoss
the Internet or aproxy at the ISP,

Wireless Modem Internet
Wireless Base ISP Server
PDA Station
Schedule ) Compress :

Figure 4: Two digoint adaptations deployed for one data stream.

Ancther useful adaptation would be to schedule the use of
the wirelesslink. When a query is generated, the base-station
can guessthe response time of the server based onthe his-
toricd resporse time of similar queries. The base-station can
instruct the PDA to shut down its wireless adaptor for that
period. Meawwhile, the query is transmitted and the resporse
is recaved. If the response comes badk earlier than pre-
dicted, it can be buffered at the base station until the agreed-
upon period of silence expires. Then the PDA will readivate
its wireless link and await a resporse from the server. Note
that part of this adaptation must occur on the PDA and part
must occur on the base-station, to be & close to the PDA as
possble. Thus, at least three adaptation points are required
(Figure 4).

The archeologist may also wish to proted his reseach
from competitors, so encryption may be required for trans-
misson owr the Internet. Encryption could be deployed
between the base-station (or a proxy at the ISP and the
server. |If encryption were performed end-to-end instead, it
makes the other adaptations difficult. The scheduler may not
be ale to discan the start and end d eah query and re-
sporse. The compresor will be unable to compressthe now
randomized data stream.

This <enario is nat unique to the field of archeology.
Other professonals, such as firefighters, architeds, and
salesmen, frequently work at off-site locaions and require
mobhile data acces When connedivity is available & all,
such users commonly facedynamic and heterogeneous net-
work conditions.

3.3 Advantages of Distributed Adaptation

Heterogeneous network environments, like those explored
in the previous sdion, require more mmplex support for
gracdul degradation. Under many circumstances, an adapta-
tion service must provide coordination among multi ple points
of adaptation within the network to be successful.

If adaptation were only necessary at the endpoints, there
would be no reed to add complexity to the network. In the
example of seaure web browsing, however, prioritizaion o
web traffic must occur at the point immediately prior to the
dow link. Otherwise, data flowing from different servers
cannat be prioritized together. Similarly, in the archeology
example, part of the link scheduling adaptation must be pres-
ent at the base-station, immediately prior to the wirelesslink,
to cade query responses when the wirelesslink is inadive.
If this function were instead deployed on the server, the
wireless link would have to be adive during data transmis-
sion aaossthe modem, all owing nopower savings.

In addition, heterogeneous networks metimes require
multiple alaptations. Care must be taken to coordinate
multi ple adaptations into an integrated solution. In the exam-
ple of seaure web browsing, the desire to adapt to the low-
bandwidth link changed the proper choice of encryption
deployment. Had seaurity been deployed end-to-end, the
desired bandwidth-saving adaptation would nd have been
possble. On the other hand, while link-by-link encryption
would always allow other adaptations to be deployed, this
solution is lessefficient and requires trust in al intermediate
nodes. Similarly, in the example of multimedia for mobile
users, if the two wireless links were cnsidered independ-
ently, redundant effort would be spent on losdess compres-
sion and decompresson. If filtering is required by ore link,
compresson and decompresson for another link is pure
overhead.

Althoughdistributed problems within the network could be
addressed by deploying multiple instances of the Berkeley
proxy, Protocol Boosters, or Transformer Tunnel systems, the
resulting adaptations would be entirely independent. As pre-
viously discussd, independently chasen adaptations can con-
flict, making some adaptations impossble or redundant.
Even adive networks, which alow nealy arbitrary adion to
be taken at ead paint within the network, have no inherent
ability to coordinate adions that might be performed at each
noce.

3.4 Potential Pitfalls of Distributed Adaptation

The alvantages of distributed adaptation do not come
withou cost. Historicdly, padcket processng at network
routers has been limited to network-level protocols. Usually,
higher-level functionality is best provided as close to the -
plicaion end-points as posdsble [21]. While proxy nods
with visibility into higher-level protocols have been proposed
both for adaptive purposes [4] and in firewalls for seaurity,
they are not the norm. The previous examples have shown
that accessto and adaptation of applicaion-level protocols
within the network has advantages, but such a serviceimpads
padket overhead, reliability, and transparency.



Building application-level adaptation into network nodes
increases padet processng costs. However, adaptation is not
required at al network nodes, nor by al packets. For packets
requiring adaptation, the processng costs are offset by the
benefits obtained. For instance the time it takes to reduce the
color depth of a video frame is made up for in its transmis-
sion cost. Since processng spedl is increasing faster than
network speed, the set of feasible alaptationsis growing.

Adaptation causes the network to cease to be atransparent
transmisson channel. Unaware adaptation might not always
be appropriate. In the Condictor model, the user isin control
of adaptation. If adaptation affeds applicaion behavior
unacceptably, a diff erent adaptation can be used.

Finaly, deployment into the established Internet can be a
major impediment for any new network technology. The
Conduwctor model does not require total network deployment.
Instead, Condctor can be incrementally deployed orto nodes
that provide the most benefit, primarily those aljacent to de-
ficient links. The additional resources required by adaptation
(notably processng and storage) can be deployed as needed
to serve the user community. The more resources that are
present, the greaer the service provided. Conductor-enabled
nodes might be provided by an organizaion's network infra-
structure, by an ISP (for use by subscribers), or by a third
party on afeefor-servicebasis[19].

4 Chalengesin Distributed Adaptation

Our goal isto build an adaptation service that helps appli-
cdions ded with heterogeneous network condtions by sup-
porting dstributed adaptation. The service should also be
applicaion transparent, supporting both legacy and new ap-
plicaions withou requiring a sophisticated understanding o
the network. Finally, the system shoud allow an extensible
set of arbitrary adaptationsto be employed.

The aaptation service will suppat reliable, stream-
oriented communicaions, which acount for a large portion
of common retwork protocols.

To succeal, such a system will require the following capa-
biliti es: the aility to oltain sustained access to target data
streans at the poaints in the network where adaptation is re-
quired, the aility to seled and deploy a set of adaptors ap-
propriate to prevailing retwork conditions, and the aility to
proted itself from component failures and influence from
unauthorized users.

4.1 Stream Handling

Before any adaptation can occur, an adaptation service
must be ale to identify data streans that are candidates for
adaptation. The alaptation service must determine which
protocols and data types are being used by a particular con-
nedion. Stream identificaion is possble via the same
medhanisms that alow clients and servers to communicae
withou any prior arrangement: well known-port numbers,
protocol identifiers, and magic numbers. Many clients con-
tad a remote service using a well-known port number. The
protocol for such a service is known in advance If a well-

known pat is not used, or if multiple versions of a protocol
exist, the desired protocol will typicaly be identified or ne-
gatiated in an initial handshake between the dient and server.

For example, the HTTP protocol is typicdly, but not al-
ways, locaed onwell-known port 80. In either case, the first
line of communication from the server to the dient contains a
string identifying the exad version d HTTP that is sup-
ported.

Some applicaionlevel protocols (eg., HTTP, SMTP,
FTP) ad as transports for a variety of data types. Frequently,
the type of the data being transported is identified by the
transport (e.g., HTTP's Content-Type header). Even when
the data type is not explicitly identified by the transport, most
file formats include amagic number in the first few bytes that
forms a unique identifier for that file type. For instance,
GIF8%fil es begin with the unsurprising string “ GIF89a.”

If the adaptation service determines that it can hande a
particular data cnnection, it must identify adaptation-
enabled nodes between the client and the server at which ad-
aptation might occur. Perhaps it is best to identify adapta-
tion-enabled nodes along the default routing path (usually the
shortest path). On the other hand, other paths may provide
more desirable network charaderistics or more nodes capable
of providing adaptation.

Finaly, to deploy adaptation into the network, it must be
possble to sustain access to the data stream at the desired
points of adaptation. If an adaptation is deployed, but not all
of the data flows through that node, the results will be unpre-
dictable. Some mechanism is nealed to force the data stream
to foll ow the selected path.

4.2 Planning

For ead connedion that may need adaptation, a distrib-
uted adaptation service must determine which, if any, adap-
tors are required and where they should be deployed. Plan-
ning should be automatic, requiring as little participation
from the user and the applicaion as possble. Both the user
and the agplicaion writer typicdly ladk the networking ex-
pertise and forethought required to understand either the
charaderistics and requirements of the network or the capa-
bility and interoperability of avail able adaptors.

There ae severa inpus to the planning process user pref-
erences, nocke resources, and link charaderistics. User pref-
erences describe the resources (time, money, battery power,
etc.) and the qualiti es of the data most important to the user’s
current task. For instance when downloading a map ower a
limited bandwidth link, an impatient user may prefer a high-
resolution Hadk-and-white image, alowing stred names to
be read, or he may prefer a low-resolution full-color image,
allowing the gdf courses to be eaily locaed. Node re-
sources include the set of avail able adaptors and the resources
available to those adaptors such as CPU cycles and storage
space Nodes may also wish to express ®aurity constraints
that would prevent them from executing perticular adaptors.
Link charaderistics include bandwidth, latency, seaurity
level, jitter, and reliabilit y.



Determining the inputs to planning requires sme fadlity
for environmental monitoring at each node. Current, as well
as historicd, condtions may be of interest to the planning
process The alaptation service must be ale to query the
environmental monitor at planning time and aso be natified
when drastic changes occur.

The sped of planning and the quality of the resulting plan
are key designfadors. Planning should occur quickly, so the
adaptors can be seleded and deployed before data flows.  |If
data flows before adaptors are deployed, resources could be
wasted onlow-priority data, or sensitive data culd be trans-
mitted unpoteded over inseaure links. This argument tends
to favor decentralized planning, in which eat noce locdly
seleds and deploys the adaptors it believes to be necessary.
Recdl however, from the examples in Sedion 3.2, that the
right choice of adaptation for one link may be influenced by
other links, and ather adaptors desired for the conredion. A
global view, and therefore inter-node communication, is re-
quired to make the corred global dedsions. Due to the po-
tential presence of low-quality links, the communicaion cost
of obtaining aglobal view should be minimized.

At the same time, since mistakes in planning are expen-
sive, a quality plan must be produced. The desire for plan
quality must be balanced against the anount of startup la-
tency that istolerable by the user.

4.3 Reliability

A distributed adaptation service shoud not reduce the reli-
ability of a data conredion. In particular, connedion failure
shoud be prevented in the face of node, link, and adaptor
failure. Typicdly, reliability is provided on an end-to-end
basis and the reliability of a given connedion des not de-
pend on any particular nodes within the network. This reli-
ability model isinsufficient to support distributed adaptation.
First, distributed adaptation introduces unique and pdentially
stateful nodes in the midde of the network upon which a
conredion may depend. Seoond, adaptation may modify the
data strean in transit, potentially confusing an end-to-end
reliability service Third, this reliability model offers no
protedion against changes in adaptation, particularly unex-
peded changes, which must nat result in the delivery of un-
intelli gible data to the user. Distributed adaptation requires a
new model for reliability.

Three gproaches to reliability have been incorporated into
previous adaptive services. The first approadh is to restrict
the types of operations that can be performed on the data
strean. Both Snogp and Protocol Boosters take this ap-
proach. Snoop’s adions are designed not to violate TCP se-
mantics, while Protocol Boosters all ows only additive opera-
tions, transmitting the alditional information independently
from TCP streans. In either case, failure of an adaptation
only reduces or removes the benefit of adaptation. If arbi-
trary adaptations are to be supported, however, a different
approach isrequired.

A second approad is to increase the reliability of adapting
nodes. The Berkeley Proxy allows arbitrary adaptations by
splitti ng the TCP channel into two, from the server to a proxy

and from the proxy to the dient. While abitrary adaptations
are posshle withou confusing the reliable transport, failure
of the proxy node will result in failure of the conredion.
This patentia for failure is mitigated through the use of re-
dundant hardware and software. Whil e this approach is ade-
guate for asingle proxy situated nea the last mile, deploying
redundant hardware throughou the network is not feasible.
In addition, this approach daes not addressthe possbility of
software fail ures in adaptation modules.

A third approach is to bypass the end-to-end reliability
mechanism (using split-TCP or by adapting TCP itself [9])
and accet some failures. This approach is particularly ap-
peding when only one path exists from the dient to the rest
of the network, as is commonly the case for last-mil e adapta-
tion. If the point of adaptation is along this path, then failure
of an adapting nock will also cause padcket forwarding to
ceae. Since some degreeof failure would occur anyway, the
presence of adaptation daes not deaease the level of reliabil-
ity. However, this argument does not address the isae of
adaptor failure or more transient node failures. In addition,
when adaptation is distributed, alternative routes may very
well exist, adlowing dbta transmisson to continue despite
noce fail ures.

When an adaptor fails, the reliability mechanism must en-
sure that the semantics of the data stream are not violated.
For instance, if an adaptor is saving bandwidth by dropping
every other frame in a video strean, each frame must either
be dropped or delivered. If an adaptor failsin the midde of a
frame, it shoud na be the cae that half of the frameis deliv-
ered to the applicaion.

Arbitrary distributed adaptation requires a new model for
reliability. In particular, the reliability mecdhanism must be
aware that adaptation is occurring. Since abitrary adaptation
has the potential to delete, add, or modify the data stream, the
typicd notion d exadly-once delivery of data is no longer
corred. A new model is required in which intentional data
loss (e.g., the non-delivery of a video frame that has been
dropped by an adaptor) is not considered to be afailure.

Where possble, implementation d the reliability model
shoud leverage eisting technology. A service that exists
above or below an existing reliable transport, like TCP, is
preferred to building a new transport.

4.4  Seaurity

While adistributed adaptation service ads users in adapt-
ing a data stream to med their needs, this same mechanism
might be exploited by an attacker. An unauthorized user
might subvert the planning fadlity, causing it to dired datato
flow through a convenient node for interception. Or, the a-
tadker might instruct the planner to deploy adaptations that
lower the quality of server, when no adaptation is adualy
needed. The planning process must therefore be proteaed
from untrusted entiti es.

In addition, when inseaure links are present, the seaecy
and integrity of the application data strean may require pro-
tedion. Encryption adaptations can be employed where
needed, but support is required to determine when and where



encryption is needed and to aid in key distribution. Clea text
and encryption keys sould only be available to trusted
noces.

Implicit trust can be given to the end nodes of any connec-
tion, since they already have full accessto the data stream.
One of these nodes soud control the planning pocess
Moreover, any inpu to the planning processprovided by par-
ticipating nods must be authenticated. If al inputs to the
planning process are digitally signed, then the planner need
only determine which inpus are authentic and which nodes
aretrusted. The results of planning must also be proteded in
a manner similar to the planning information, signed by the
planner and authenticated by ead recaving nock.

Unfortunately, there is no widely accepted authentication
mechanism in the Internet. Even if there were, such a
mechanism would nd be strong enough for al applicaions.
The aaptation service shoud, therefore, alow for seaure
agreament upon what authentication mechanism to use.

Finaly, if dynamic deployment of adaptors is permitted,
the adaptation service must ensure that (1) the exeauted code
modules are exadly those spedfied in the plan and (2) the
host nocke is proteced from the adions of malicious or buggy
code. Protedion of the locd node should aso include en-
forcement of any locd resource onstraints (e.g., CPU cycles,
storage) imposed by the node during the planning process

5 Condutor: Proof of Concept

The Conductor adaptation service has been constructed to
demonstrate the advantages and feasibility of distributed ad-
aptation. While not yet fully functional, Conductor includes
basic fadliti es for stream interception and routing, formula-
tion d plans, deployment of adaptors, seaurity, and reliabil-
ity. Using the existing prototype, several useful adaptations
have been constructed and deployed, including image cm-
presson and dstill ation, encryption, and web download pri-
oritization. The following sedions describe Conductor’'s
current and future cgpabiliti es and how it addresses the dal-
lenges of distributed adaptation.

5.1 Conduwtor Architecture

Conduwctor is composed of two main elements. adaptors
and the framework for deploying those alaptors (Figure 5).

Conductor adaptors are self-contained pieces of Java code.
Many adaptors are type-spedfic, expeding a spedfic proto-

Client Server
Applicaion /3)\ Application
O — | —p—< -—
3 E
o
P;P:or Conductor
Framework

Figure 5: Conductor intercepts cli ent-server communication channels and
deploys distributed adaptors.

col or data type. Most adaptors are paired. A pair of adap-
tors typicdly converts from an input protocol to a protocol
better suited for transmisson ower a network with particular
charaderistics, and bad to the original protocol. Adaptors
can arbitrarily modify the data strean, allowing any desired
type of adaptation. Adaptors can be lossy; the data delivered
to the gplicaion may be diff erent from the data transmitted.

New adaptors can be developed and added to the available
suite as new protocols, new network technologies, and rew
user requirements are developed. Adaptors are dynamicaly
deployed for new connedions, as the neal arises, limited
only by the availability of node resources. Adaptors can be
composed and combined sequentially with other adaptors.
The adility to combine adaptors is limited oy by the input
and ouput protocols expeded by ead adaptor. Adaptors are
self-descriptive, spedfying the required inpu protocol, the
resulting output protocol, and the resources required from the
noce.
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Figure 6: Architecture of a Conductor-enabled nade.

The Condtctor runtime framework is primarily a Java pro-
gram running in user space that provides a runtime environ-
ment for adaptors (Figure 6). This runtime evironment
intercepts connedions from appli caion clients to applicaion
servers, forming a data path through Conductor-enabled
nodes between the client and server, and deploying adaptors
at appropriate nodes alongthat path.

Each Conduwctor node includes a planning element that
participatesin adistributed planning algorithm. The planning
architedure is discussed in more detail in Sedion 5.3. The
planning process direds ead node to deploy an adaptor
along a particular data connedion. The Conductor node im-
plements an API for adaptors, which gves the required re-
sources to ead adaptor and alows it access to the data
strean. The adaptor API is described in Sedion 5.5. Each
Conduwctor noce is equipped to handle failures along the data
path, as described in Sedion 5.4.

5.2  Stream Interception and Handling

Before Condictor can adapt a data stream, it must inter-
cept that strean and cetermine if it is a type that Conductor
can adapt. If so, Conductor must find Conductor-enabled
nodes between the client and the server, and provide eab
with accessto the data stream.



When an applicdion starts a new data conredion on a
Condwtor node, Conductor’'s interception layer traps the
opening of the socket, conneding it to Condictor instead of
the opposite endpant. In the Linux environment, the inter-
ception layer consists of a small kernel modificaion that
traps conredions destined for a particular remote port num-
ber. In some systems, existing extensibility medanisms
allow trapping d data flows withou kernel modificaions
[12]. If the client node is not Conductor-enabled, Conductor
could aso trap conredions from a node within the network
using Linux’s transparent proxy fadlity [25]. Currently, in-
terceptionis based entirely onremote port number.

Once intercepted, Conductor can identify (from the inter-
ception layer or transparent proxy fadlity) the conredion’s
origina destination. The intercepting noce must identify
other Conductor-enabled nodes along the path from the dient
to the server. Currently, Conductor-enabled nodes are identi-
fied by sending probe padets toward the server, which fol-
low the typicd network route. Conductor-enabled nodes
alongthis route ae ale to capture this packet and participate
in planning for this connedion. Once the last noce is identi-
fied, a cnnedionis creded to the intended server, and plan-
ning for adaptation accurs. The planning processwill seled a
set of adaptation nodes and a set of adaptors to deploy. Be-
fore data flows, TCP conredions are creaed between adja-
cent pairs of Conductor nodes at which adaptation is desired.
The result is an end-to-end path made up of multiple split-
TCP connedions.

5.3 Automated Planning

Conduwctor includes a planning fadlity to automaticdly
seled an appropriate set of adaptors and dedde where to de-
ploy them. Planning occurs on a per-connedion basis. The
planning processconsists of threemain elements: information
gathering, plan formulation, and adaptor deployment.

Much information must be obtained from the nodes
between the dient and server to formulate a useful plan.
Conductor provides a pluggable achitedure for monitoring
locd node and link conditions. Currently, Conductor uses a
very simple mechanism for measuring node resources and
link charaderistics. Eventually, Condwtor could leverage
more sophisticated technologies developed by other research-
ers[22].
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Figure 7: Conductor’s planning protocol in action.
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Conductor balances the need for a global view with the de-
sire for quick planning by employing a single-round-trip cen-
tralized planning architedure. When planning begins, all
nodes along the data path forward their locd planning infor-
mation to a single planner node (Figure 7). Currently, this
noce is the Conductor noce closest to the server. The planner
noce uses this information to formulate aplan. Once formu-
lated, the plan must be delivered to al nodes, allowing adap-
torsto be deployed. The plan is transmitted from the planner
noce toward the dient endpoint, passng through ea¢ Con-
ductor-enabled node dong the way. Once the alaptors are
deployed on a given node, data may flow in that diredion.
Asaresult, oncethe plan reades the dient hode (asauming it
is Conductor-enabled), the first bytes of applicaion data from
the server will read the dient. The plan will now flow in the
reverse diredion, deploying adaptors for the other diredion
of flow. Oncethe plan reades the server node, the first bytes
of applicaion data from the dient will read the server.
Thus, one extra round trip has been added before application
data beginsto flow in both diredions.

Conductor requires an automated plan formulation service
to generate acorred plan from the information gathered. In
addition to link charaderigtics, this srvice must consider
available noce resources, the capabiliti es of available adap-
tors, and adaptor compatibility in order to generate an appro-
priate plan. One posshle dgorithm would tred the set of
posdble plans as a seach space applying constraints and an
evaluation function to find the best feasible plan. Alternately,
a set of predetermined templates could be tested against the
current node and link conditions to establish a match.
Conductor’s centralized information-gathering infrastructure
allows pradicdly any algorithm to be plugged in. Unfortu-
nately, the number of nodes, pasdble link charaderistics, and
number of adaptors lead to a very large seach space
Constraints on adaptor combination and nodes that can host
them cause the complexity of the problem to grow quickly.
Finding an appropriate set of adaptors within an accetable
time is a gred challenge [20]. For the purposes of this re-
seach, an agorithm that generates acceptable plans for the
small variety of casesin our limited deployment environment
will be sufficient.

Planning accurs at connedion start-up time based on the
current network condtions. Since network condtions can be
dynamic, replanning may also be necessary. Due to the mod-
erate st of altering the set of deployed adaptors, Condtctor
is primarily interested in failures and extreme variations in
available resources. Adapting to minor variations in band-
width, delay, etc., is the job d the individual adaptors. If,
however, the variations are too large for the alaptors to han-
dle, or there is an adua failure, one Condwctor node will
signal to the others, initiating a distributed reevaluation of the
deployed adaptors. Conductor may try to find a new data
path or alter the set of deployed adaptors on the old path.

Conduwctor’'s information-gathering protocol is fully func-
tional; however, the plan formulation fadliti es are somewhat
primitive. Additional research is required to obtain an appro-
priate algorithm for automatic planning.



5.4 Reliability

TCP guarantees exadly-once, in-order delivery of a byte-
strean, a onvenient model for appli cation writers. However,
this model is incompatible with adaptation. Adaptation seeks
to deliver some version of the transmitted data that is cost-
effedive, so the bytes delivered may bea no resemblance to
the bytes transmitted. Conductor requires a new model of
reliability that instead provides exadly-once in-order deliv-
ery of adapted data.

54.1 Redefining Reliahility

Most reliability models assume that data is immutable
during transmisson. Each byte transmitted travels through
the network and is receved, unchanged, at the destination.
The measure of reliability in such a system is exadly-once,
in-order delivery of bytes. This type of reliability can be
guaranteed by the endpoints, the failure of which will cause

the cnredion to fail.
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Figure 8: Failure recovery using a byte-count — (a) data arrives at adap-
tor, (b) failure and retransmisson occur, (c) retransmission produces an
undesirable result.

Adaptation \iolates this modd’s implicit assumption o
data immutability. When a failure occurs, the system must
ensure that the resulting data strean conforms to the adapted
protocol expeded by the applicaion. Maintaining dbta integ-
rity isnot simple, however. An adaptor may fail at a point in
its output stream that is inappropriate for switching beck to
the original stream. For instance consider an adaptor that
adds a lowsrc attribute to an image tag in an HTML data
strean (Figure 8). If afailure occursin the midde of the tag,
a byte-count retransmisson scheme will not necessarily re-
transmit from the beginning o the tag. The resulting strean
may be neither the adapted data nor the original data, and
may nat even be syntadicdly corred.

Even if an adaptor fails at an appropriate point in the
stream, it is gill difficult to effed retransmisson d lost data
For instance if an adaptor converts color video frames into
blad-and-white, the alapted frames will consist of a much
shorter byte stream. If afailure occurs immediately after the
last byte of frame 100, a simple byte-count retransmisson
scheme might begin retransmisdon after frame 50, dugicat-
ing data the user has arealy recaved. The information that
correlates the data receéved downstrean with the data trans-
mitted is crucia to determining an appropriate point of re-
transmisdon. If this information is lost with the alaptor,
transmission canna continue.
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We propose that in the faceof adaptation, a reliable system
shoud preserve two properties of a data stream:

1. Each semanticdly meaningful element in the trans-
mitted data stream is delivered exadly onceand in or-
der.

2. Delivered data mnformsto the expeded protocol.

The first property requires that before adaptation can oc-
cur, the data strean must be caved upinto segments that are
semanticdly meaningful within the protocol being transmit-
ted. For instance a video strean might be broken into
frames, while an HTML strean may be divided into tags and
text. Each segment must be delivered exadly once in some
form. The data may be original, or adapted, or deleted en-
tirely, but some aceptable representation d the segment
must arrive exadly once andin order.

The second poperty restricts the content of the segments
a the time of final delivery. If halving the frame rate is
within the a@nstraints of the protocol expeded by the gpli-
cdion, then delivering empty segments in the placeof every
other frame might be accetable. Segments must be chosen
so that the fail ure of any adaptor will not result in delivery of
data that confuses the destination applicaion. These proper-
ties ensure that some viable version of the data produced at
the sourcewill arrive & the destination.

5.4.2 Attaining Reliahility

Conduwctor uses a TCP conredion between adjacent Con-
ductor nodes along the data path, providing reliable delivery
between adaptor modules on dfferent nodes. Since alapta-
tions occur only at Conductor nodes, TCP's model works
well between them. Unlessan adaptor, alink, or a node fail s,
end-to-end transmisson o adapted data proceads reliably and
in order. If one of these events occurs, Conductor provides a
data recovery mechanism to proted against data loss Once
the data path is restored, Conductor must determine which
data has arealy been receved downstream and request re-
transmisdon from this point. As previoudly described, this
medhanism must be wmpatible with adaptation, providing
exadly-oncedelivery of semantic meaning.

5.4.3 Semantic Segmentation

A central and urique contribution d this reseach is the
nation of semantic segmentation, which all ows data recovery
despite the presence of adaptation. A semantic segment is the
unit of retransmisson for data recovery. Semantic segments
also preserve the crrespondence between an adaptor’'s inpu
and ouput data streams. Adaptors, which have an under-
standing o the format of the data strean and the operations
they will perform on that stream, have the responsibility for
maintaining appropriate segmentation.

The initial data strean consists of bytes being transmitted
by the gplicaion and intercepted by a Condwctor module on
the source node. Conductor considers these bytes to be logi-
cdly segmented into ore-byte segments, which are numbered
sequentialy. It is not necessary, at this gage, to tradk seg-
ment boundaries or segment numbers. For efficiency, the



bytes can be transmitted with very little overhead; simply
courting the bytes can identify individual one-byte segments.

Adaptors form larger segments by combining smaller seg-
ments. When segments are combined, the new segment re-
caves the segment 1D of the last combined segment. When
operating onthe data strean, adaptors must perform segment
combination in two situations:

1. When modifying a semantic dement in the data stream

that crosses a segment boundary

2. When adaptor failure between segments could ather-

wise violate the expeded protocol

Consider the example of an adaptor that compresses video
frames. Before eab frame can be compressed, the segments
making up that frame would be combined into ore segment.
If, hypotheticdly, the strean consisted of 100-byte frames,
ead frame would initially be represented in the stream as 100
1-byte segments. Before reducing ead frameto 50 bytes, the
adaptor would combine the 1-byte segments for a given
frame into a single segment. The first 100-byte frame would
be in segment 100, and the seaond would be in segment 200.
Each segment would then be alapted, producing a 50-byte
segment numbered 100and ancther numbered 2. The re-
sulting 5Qbyte segments corntain the same semantic content
as the 100-byte segments and the 100 I-byte segments; only
the format has changed.

Subsequent adaptors may cause further segment combina-
tion, and segments may grow to arbitrary length. Once om-
bined, segments can never be taken apart. At the destination
node, the Condwtor module simply removes any segment
markers and delivers the resulting data to the applicaion
(with ore restriction, given below).

54.4 The Rewvery Protocol

Conduwctor uses the semantic segment as the unit of re-
transmisdon. To alow retransmisgon, data transmitted from
ead endpoint is caded at the Conductor node dosest to the
source If the source node is Conductor-enabled, we depend
on it not to fail, just as TCP does. To improve the speed of
remvery, cacding can also be alded at other points along the
data stream.

Remvery is initiated dovnstream of the failure. Any seg-
ment that has been partialy recaved is cancdled and dis-
carded. Note that if the application is unaware of the adapta-
tion system, the posshility of cancdlation o partial segments
requires that the adaptation system not deliver any segment to
the goplication until that segment is complete. Once cancd-
lation is complete, the ID of the previous completely receved
segment will be known.

A retransmisgon request containing the ID of the last seg-
ment recaved travels upstrean until it can be serviced, either
by a cate or by an adaptor (perhaps from an internal cache).
Nodes that canna satisfy the retransmisson request will for-
ward the request upstream and discard any subsequent seg-
ments until retransmisson begins, preserving in-order deliv-
ery. The mandatory cache & the source node provides afall-
bad source if retransmisson daes not occur prior to this
point. Once a source for the requested segment is found,
transmisson kegins with that segment and proceals in-order
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Figure 9: Recovery from the failure of an adaptor that compresses
framesin avideo stream.

with the following segments. Note that the possbility of re-
transmisson requires adaptors to accept a rollbadk to a previ-
ous point in the data stream, or fail. Since semantic segmen-
tation ensures £mantic equivalency of data, retransmisson
can occur with any version o the desired segment, including
the original segment. The data can then be re-adapted in the
same way, or perhaps differently.

Continuing the video example from the previous sdion,
consider the cae where the first frame (in segment 100) and
part of the second frame (in segment 200 were receved at a
point immediately downstrean from the deampresson
adaptor (Figure 9). If both the compresson and decompres-
sion adaptors fail, Conductor would dscard the part of seg-
ment 200 that was partially receved downstream and request
retransmisson starting at segment 101. Retransmisson
would thus begin with the second frame, as desired. If only
one of the two adaptors fail, Conductor would automaticadly
remove the other to preserve alaptation symmetry.

The aove remvery scheme provides fail ure-based recv-
ery. Since aretransmisson request occurs when there is a
failure and indicates exadly which data must be retransmit-
ted, acknowledgements (beyond what is aready provided by
TCP in the underlying connedion) are not required. How-
ever, to limit cade growth and alow adaptors to free ay
acaumulated interna state, the destination rode generates
adknowledgements whenever a segment is completely re-
cadved. Acknowledgements are aumulative, allowing all
composed segments to be aknowledged when a segment is
finally receved at the destination.

More details of Conductor’s reliability mechanisms, in-
cluding the ability to restore proper pairing of adaptors after a
failure, are available in [28].

545

Conduwctor’'s reliability mechanism is partially imple-
mented. Conductor is able to creae and properly maintain
semantic segments. Data is caded at the end nodes oud
retransmisson ke required. Implementation of the recovery
protocol and an API for requesting adaptor rollback isin pro-
gress

Implementation Satus



5.5 Adaptor API

An adaptor operates on one diredion of data flow. Each
adaptor has its own thread of execution, a window into the
data stream, and access to an inter-adaptor communicaion
fadlity.

Each adaptor has exclusive accesto a portion d the data
strean defined by a window. Access to portions of the
strean outside the window is prohibited. An adaptor can
read new data into the window using an expand() opera-
tion. The expand() operation blocks urtil the requested
data is available. An adaptor can write data out of the win-
dow using the contract () operation. Thus, the adaptor
controls the flow of data by moving the window boundaries
alongthe data stream.

An adaptor is also able to view and modify the data stream
by other window operations. These operations implement
and help enforce semantic segmentation. An adaptor can
fredy rea the bytes within the window. Segmentation will
not be dfeded. To modify the data stream, an adaptor can
use the r epl ace() operation, which replaces a portion o
the data in the window with a new set of bytes. The data be-
ing replaced may belong to several adjacent segments, which
will be automaticdly combined into ore segment and labeled
appropriately. Once contained within a single segment, the
old data can be removed and replaced with the new data.

Notice that the alaptor API controls sgmentation of the
data stream. Therefore, while amalfunctioning adaptor can
provide incorred data to the user, it cannot violate the rules
of segmentation. However, an adaptor must still ensure that
segments are semanticdly meaningful and delineae appro-
priate places for adaptation to cease, or afailure may result in
ameaninglessdata stream.

Finally, adaptors have accesto two inter-adaptor commu-
nicaion fadliti es, one for communicaion ketween adaptors
operating onthe same stream, the other for communicaion
between any adaptors on the same node. These fadliti es al-
low an adaptor to store any oljed, tagged with an identifier.
Ancther adaptor can then oltain that objed using the given
identifier. Synchronization is provided, allowing an adaptor
to block urtil a desired oljed is present. Adaptors soud
trea this cade & soft-state that may be purged if the cahe
becomes full.

5.6 Seaurity

Conduwctor provides an extensible achitedure for seauring
baoth the planning processand the user’s data. The planning
processis proteded using a “seaurity box.” All planning-
related messages sent and recaved by a Conductor node must
pass throuch the seaurity box Many seaurity box imple-
mentations are posshle, eah providing a particular level of
message aithentication, protedion from replay, and possbly
seaegy. Thelevel of protedion provided depends entirely on
the particular seaurity bax implementation.

We have onstructed seaurity boxes that use public key
encryption to dgitally sign and authenticate eab message.
One such seaurity box assumes the presence of a hierarchy of
certificae servers, allowing any node to provide a catifiable
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copy of its pulic key to any ather node. A different seaurity
box assumes no such hierarchy exists and attempts to form a
“chain of trust” from which a cetified copy of a node's pub-
lic key can be obtained. Other boxes could be @nstructed
based on entirely different authentication mecdhanisms, such
as Kerberos [15]. A seaurity box that provides no seaurity at
all has also been implemented.

Sincethere is no ubiquitous authentication mechanism and
becaise eat connedion may require adifferent level of
protedion, Conductor simultaneously supports many differ-
ent seaurity box implementations. For a given conredion,
the dient noce seleds the desired seaurity box and ead Con-
ductor node will use that scheme for al planning messages
(or not participate).

Node1 Node2

Node3 Node4

Sec Scheme

P
Node 1 Info [No®1]
——

g
g
3

[
Node 1 Info [Now1]

e
Node 2 Info
[Node2])
—
Node 2 Info (o] -
N Authenticate
ode 3 Info (otE3]
Authenticate and verify
} Formulate
. . Plan
e +|['sec Scheme P
Sec Scheme ———— | -:m
| m |
e Authenticate

Figure 10: The secured planning process Messages are signed with a
dynamically determined authentication scheme.

Conductor provides a seaure mechanism that uses the se-
leded seaurity box itself to ensure that every nocde has used
the same seaurity box throughout the planning process
When planning begins, a message indicating the seleded se-
curity scheme is @ent unproteded from the dient node dong
the path (through al participating nodes) to the server node
(Figure 10). The planner uses this <heme to authenticae
messages from all nodes, discarding any information that
canna be authenticated. Oncethe plan has been generated, it
is delivered, along with an indicaion of the seaurity scheme
used, to ead node for exeaution. Both the plan and the seau-
rity scheme identifier are proteded by the seaurity scheme.
Each node can therefore seaurely determine what mechanism
the planner used and ensure that the expeded scheme was
used. If anodeistricked by an attadker into using a different
seaurity scheme, that node will nat be trusted by the planner.
If the planner istricked into using a diff erent seaurity mecha-
nism, the dient node will natice that the requested seaurity
mechanism was not used. Additional mechanisms are dso
provided to proted against replay attadks.

Conductor is aso able to deploy encryption adaptors
whenever the seaecy or integrity of the data stream must be
proteded. The planner itself is resporsible for dedding
where any encryption and matching deayption adaptors are
required. Succesdul deployment of these adaptors, however,
typicdly requires some form of key distribution to establish a
shared seaet. Keys can be generated on the planning node,



which is automaticdly trusted, but must be seaurely distrib-
uted to the nodes performing encryption and deayption.
Typicdly the seaurity box can aid in key distribution wsing
the same mecdhanism used for authentication. For instance, if
pubic key cryptography was used for authenticaion, the
pubic key for the target node can be used to encrypt the key,
ensuring that only that node can obtain the key. A separate
copy of the key is encrypted for each node that requiresit.

Conduwctor will not diredly address the isaues of seaurity
for mobile wde. The currently accepted solutions to these
problems, digitally signed code and sandboxed exeaution,
could be employed and are available in the Java seaurity
model [6].

6 Measurement of Success

To be successul, Conductor must (1) provide dfedive al-
aptation in the faceof deficient networks, (2) introduce littl e
or no overhead when network conditions are good, (3) pro-
vide aequate services in support of transparent, distributed
adaptation, and (4) demonstrate overall usability.

Conductor's ahility to provide dfedive adaptation will be
demonstrated by constructing several of the examples of het-
erogeneous networks requiring distributed adaptation de-
scribed in Sedion 32. Various user-visible performance
charaderistics will be measured in trials with and withou
Conductor-enabled adaptation. These experiments will de-
termine the level of end-user benefit gained by using Con-
ductor.

While Condctor overheads will arealy be fadored into
the dove experiment (reducing the measured benefit), Con-
ductor must also have an acceptable level of overhead when
adequate network cgpabiliti es exist and no adaptations are
required. Conductor's impad on network protocols when no
adaptation is required will be measured. In addition, the
minimum overhead of introducing additional Conductor-
enabled nodes and additional adaptors will also be measured.

Conduwctor provides dynamic planning and reliability fa-
ciliti es that allow it to cope with changing network condi-
tions. We will show through demonstration that Conductor
can (1) dynamicdly seled an appropriate set of adaptors un-
der a variety of network condtions, (2) cope with a drastic
change in network conditions by performing reseledion and
redeployment of adaptors in the middle of a network connec-
tion, and (3) provide resilience to component failure by re-
covering from the lossof a node providing adaptation.

The overall usability of Conductor will be demonstrated
through deployment in an office environment. We will con-
struct an environment that requires distributed adaptation and
use it on an everyday basis. By developing and deploying a
variety of useful adaptations in this environment, all of Con-
ductor's cgpabiliti es will be exercised. Succesdul office use
will demonstrate that Condictor possesses the wre set of
cgpabiliti es required for distributed adaptation
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Figure 11: Completion schedule.

7  Completion Schedule

A grea ded of Conductor has already been developed, and
it is nealy realy for initial office deployment. The remain-
ing work is expeded to proceed acording to the schedule in
Figure 11.

Once initially deployed in a limited capadty, work will
continue on increasing Conductor’s cgabilities. A suite of
new adaptors is neaded to make use of Condictor by office
members more compelling. A more sophisticaed planning
cgpability is needed to generate plans dynamicdly based ona
user's current connedivity charaderistics, rather than using
staticdly defined plans. Finally, implementation of the recov-
ery algorithm must be compl eted.

Oncethe bulk of development is done, a demonstration o
Conductor's ability to deploy adaptations dynamicdly, adjust
as condtions change, and recover from component failure
will be developed. Finaly measurements of Conductor's
ability to improve user-perceived performance and Conduc-
tor's overheads will be measured. After the reseach phaseis
completed, a disertation will be written to report on Con-
ductor's technol ogies and the results of the above experiments
and experiences.

8 Future Work

While we plan to construct a planning algorithm that can
automaticdly seled an appropriate set of adaptors for various
condtions that can occur in our test environment, the more
general planning problem is much harder to solve [20]. Ad-
ditional reseach is needed to find a planning algorithm that
can seach the very large planning spacewithout an excessve
increase in startup latency.

Conduwctor permits user-input into the planning processto
help determine which adaptors to seled based on which data
charaderistics are most important to the arrent user task.
Conductor’s current user control interfaceis limited, and hu-
man fadors are important in this case. A richer interfaceis
not necessarily a better one: the impaa of dropping B-frames
in a video transmisson is probably little known to the aver-



age user. An effedive user interfacefor control over adapta-
tionisan open isae. At the same time, although Conductor
is designed to transparently seled appropriate alaptations to
improve the behavior of an applicaion, knowledgeable pro-
grams could probably give Conductor better advice than its
planner could deduce onits own. A “Condctor-aware” ap-
plicion interfaceis needed to allow a more seanlessinter-
faceto the user.

In general, determining whether two adaptors are compati-
bleis hard. A given adaptor may unknowingly perform op-
erations that render another adaptor ineffedive. The problem
can be lesened by limiting the possble set of adaptors or
what adaptors can dg but idedly posshbiliti es of improving
data flows oud na be discarded because they may have
unforeseen side dfeds. We ae investigating methods of
allowing rich adaptors that can be properly and automaticdly
combined.

Conductor alows individual nodes to alocae a limited
portion o their locd resourcesto a given connedion. In gen-
eral, greaer control of resource allocaion may be desirable.
For instance we may want to limit the total resources con-
sumed by a given connedion aaossal nodes. Or we may
want to limit the anount of network resources available to a
given user acrossal conredions. Achieving these gaals is
difficult due to the potential overheads of distributed load
balancing and user authenticaion and tracking. These issues
are important in the mntext of adive networks, and reseach
into acourting for many small, distributed costs is ongang.
In the future, it should be possble to leverage these results
and provide similar fadliti esin Condtctor.

9 Conclusions

The availability of new network technologies will almost
cetainly increase the heterogeneity of networks over the
coming years. To provide useful servicein this environment,
applicaions will have to alow their services to degrade
gracdully with prevailing network conditions. Distributed
adaptation can play an important role in enabling graceful
degradation of applications in heterogeneous environments.
Conduwctor provides an important step in this diredcion by
exploring the technologies required for success

When complete, Conductor will provide atechndogicd
step forward in several respeds. Conductor will be the first
design and the first implementation of a transparent distrib-
uted adaptation service Conductor will include dl of the
necessary services to coordinate the resources of points of
adaptation throughout the network. Conductor will introduce
a unique model for reliable delivery, enabled by semartic
segmentation, that can acaommodate the presence of adapta-
tion. Finaly, Conductor will include a new mechanism for
ensuring trusted coordination between a digoint set of nodes.
These unique feaures will alow the introduction o distrib-
uted adaptation as areliable and seaure network service
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